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INFORMATIQUE EN PC*.

Le nombre de séances de TP d’info est strictement défini par les textes officiels : Nous disposons, pour l’année, de 5mn par semaine et par taupin (soit, par exemple, pour 21 taupin(e)s, 21 x 25 x 5 / 60 = 43,80 heures) qui sont partagées entre les diverses disciplines (la moitié pour les Maths, soit environ 22 heures (11 séances de 2 heures) un quart pour la physique, un quart pour la chimie). 

Les sujets qui vous sont proposés pour chaque séance doivent pouvoir vous occuper pendant 4 ou 5 heures… Il ne vous est donc pas demandé de tout traiter en moins de 2 heures, mais seulement de traiter ce qui peut vous faire progresser… ou ce qui peut ne pas vous faire perdre votre temps !

TD n° 1 Introduction des éléments de base de MAPLE-V-R4
Quelques exercices pour un rappel succinct des instructions indispensables (for..., while, if,... etc...). 

Exemples d’étude expérimentale de suites: suites définies par une relation de récurrence linéaire ou par une relation un+1=f(un). Etude de la rapidité de convergence.

TD n° 2  Visualisation des graphes de fonctions, mise en évidence de la convergence uniforme d’une suite de fonctions. Calcul de ||fn||1, ||fn||2, ||fn||, pour diverses suites de fonctions.

Calculs sur les polynômes, polynômes d’interpolation, polynômes de Bernstein.

TD n° 3  Calcul de sommes de séries, diverses méthodes d’accélération de la convergence (transformation de Kummer, transformation d’Euler).

Emploi de séries entières pour approcher une fonction.

TD n° 4  Calculs de valeurs approchées d’intégrales par diverses méthodes (Trapèzes, Simpson, Newton-Cotes, Romberg), comparaison des performances de ces méthodes. Calcul de primitives.

TD n° 5 Emploi de séries de Fourier pour approcher une fonction, étude du phénomène de Gibbs.

TD n° 6  Systèmes d’équations linéaires, opérations élémentaires sur les colonnes d’une matrice, calcul de l’inverse d’une matrice.

TD n° 7  Calculs matriciels : Méthodes itératives.

TD n° 8  Exemples de réduction à la forme diagonale. 

Méthode de Leverrier pour calculer le polynôme caractéristique d’une matrice. Puissances de matrices.

TD n° 9 Pratique de la résolution des équations et systèmes différentiels du premier et du second ordre 

Portait de phase pour un système du type X’ = A.X.

TD n° 10 Etudes de courbes planes ou non définies par une équation cartésienne ou en paramétriques.

TD n° 10 Ediverses méthodes pour calculer le nombre (
TD n° 12 Pour les ceuzzes qui aiment se faire peur : TD très facultatif, mais si beau !

TD n° 13 Quelques exercices posés au concours des arts et métiers.

TD n° 14 Quelques exercices posés au concours de Centrale (filière Pc*)

Quelques autres thèmes de réflexion qui peuvent être abordés

Construction de bases orthonormales et utilisation dans des problèmes d’approximation.

Exemple de représentation de surfaces à l’aide d’une famille de sections planes. etc.…

-ACTIVITES ALGORITHMIQUES ET INFORMATIQUE-
1-Intégration de l'outil informatique

a)- La démarche algorithmique

En relation avec le programme d'informatique, l'ensemble du programme de mathématiques valorise la démarche algorithmique; il intègre la construction et la mise en forme d'algorithmes. Les algorithmes associés aux notions étudiées dans le programme de mathématiques en font partie. En revanche, en mathématiques, aucune connaissance sur la théorie des algorithmes, aucun résultat général sur leurs performances n'est exigible des étudiants.

b)- Le calcul symbolique et formel. L'emploi des calculatrices.


Les étudiants doivent être entraînés à l'utilisation en mathématiques du logiciel de calcul symbolique et formel pour la résolution de problèmes, la formulation de conjectures, ou la représentation graphique de résultats. L'utilisation de ce logiciel évite des calculs fastidieux, et permet l'étude de situations complexes hors de portée des techniques traditionnelles. Ils doivent pareillement savoir utiliser une calculatrice possédant des fonctionnalités de calcul formel.


Ils doivent également savoir utiliser une calculatrice programmable, dans les situations liées au programme de mathématiques. Cette utilisation permet notamment la mise en œuvre d'une partie des algorithmes du programme, à l'occasion des travaux pratiques de mathématiques.


Ils doivent savoir programmer une instruction séquentielle, une instruction conditionnelle et une instruction itérative comportant éventuellement un test d'arrêt.

2-Propositions d'activités algorithmiques


À titre d'illustration, les seules compétences exigibles des étudiants étant celles décrites ci-dessus, le professeur pourra aborder certains des exemples indiqués ci-dessous; il s'agit d'exemples, qui ne constituent en aucun cas une extension du programme.

a)
Arithmétique

Algorithme d'exponentiation rapide.

Algorithme d'Euclide.

b)
Algèbre linéaire

Résolution d'un système linéaire par la méthode du pivot de Gauss. (Lissage par moindres carrés. Résolution de systèmes linéaires sur-déterminés. Inversion d1une matrice.)

Résolution de systèmes linéaires tri-diagonaux. (Détermination d'une fonction spline cubique. Résolution approchée de certaines équations aux dérivées partielles).

Détermination des éléments propres d'une matrice symétrique. (Méthode de Jacobi.)

Détermination d'éléments propres pour des matrices de grande dimension. (Méthode de la puissance itérée.)

c)
Analyse

Approximation du point fixe d'une application scalaire par itération. (Résolution d'équations numériques. Méthode de Newton.)

Approximation du point fixe d'une application vectorielle par itération. (Résolution de systèmes d’équations numériques. Méthode de Newton.)

3-Propositions d’utilisation d'un logiciel de calcul formel

En plus des points énumérés dans les paragraphes a) et b) ci-dessus, un logiciel de calcul formel pourra être utilisé en analyse, en particulier dans les domaines suivants:

Représentation des surfaces. (Lignes de niveau)

Etude d'équations différentielles. (Tracé des courbes intégrales.)

 Approximation des fonctions. (Séries de Fourier.)
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Commencer par « restart; »___________________________________________________

x := z est le signe d’affectation qui met dans la variable informatique x ce qui est dans z, sans changer z.

Rem: si on commence par une majuscule la procédure n’est pas éxécutée (commande inerte).

1-Procédures sur les nombres. _________________________________________________
iquo(m,n), irem(m,n)
: quotient et reste de la division euclidienne de m par n.

ifactor(n)
: factorisation de l’entier n.

numer, denom
: numérateur et dénominateur d’une fraction.

trunc, round, frac, floor, ceil
:  parties entières ou fractionnaire (voir Help).

evalf, evalc
: évaluation numérique en flottant, évaluation d’un complexe.

2-Procédures sur les expressions de fonctions. ____________________________________
diff(f,x), int(f,x)
: dérivée de f, primitive de f, par rapport à x.

int(f,x=a..b)
: intégrale de f entre a et b.

series(f,x=a,n)
: développement de Taylor de f en x au voisinage de a à l’ordre n

sum(‘f’,’k’=1..n),product(.....)
:sommation symbolique, f est une expression contenant k.

add(f(i),i=1..n),mul(........)
:ajoute ou multiplie une suite de valeurs; n doit être un entier fixé.

3-Procédures sur les polynômes et fractions rationnelles. ___________________________
degree (p,x)
: degré du polynôme p en la variable x.

coeff (p,x,i)
: coefficient de xi dans le polynôme p.

collect (p,x)
: regroupement des termes de p suivant les puissances de x.

expand (p)
: développement du polynôme p.

rem
: reste de la division euclidienne.

quo
: quotient de la division euclidienne.

factor
: factorisation du polynôme p dans le corps des coefficients.

gcd
: pgcd de 2 polynômes.

solve (p,x)
: procédure de résolution algébrique d’équations.

fsolve (p,x, complex)
: procédure de résolution numérique d’équations.

evala
: calcul sur des quantités algébriques.

normal
: réduction d’une fraction.

denom, numer
: dénominateur et numérateur d’une fraction

convert(R,parfrac,x)
: décomposition en éléments simples de la fraction R.

4- Procédures d’algèbre linéaire (pack linalg). ____________________________________

entermatrix(A)
: entrée interactive d’une matrice.
A:=matrix(n,p,liste)
: définition d’une matrice, tableau indexé par [1,n]x[1,p].

matadd (A,B, lambda, mu)
: combinaison linéaire A+B.

multiply(A,B)
: produit des matrices A et B.

rank(A)
: rang de la matrice A.

det(A)
: déterminant de A.

array(1..n,1..n,identity)
: matrice identité d’ordre n.

inverse(A), transpose(A)
: matrice inverse de A ,matrice transposée de A.

nullspace(A)
: noyau de A.

charpoly(A,x)
: polynôme caractéristique de A.

eigenvals (A) , eigenvects (A)
: valeurs propres de A , vecteurs propres de A.

dotprod(u,v), crossprod(u,v)
: produit scalaire hermitien et produit vectoriel des vecteurs u et v.

A+B
: somme des matrices A et B.

alpha*A
: produit de la matrice A par le scalaire .

A&*B
: produit des matrices A et B.

&*() , A^k et A^-1
: matrice identité, Ak   et matrice inverse de A.

(ne sont éxécutées qu’avec l’utilisation de evalm).

5- Quelques packages qui peuvent être très utiles . ________________________________

linalg,
:déjà vu

student
: pour faire des changements de variables et autres amusements.

plots 
: package pour faire des zoulis dessins et des plot3d.
DEtools (équadifs), difforms, finance, group, logic, networks, numapprox, numtheory, orthopoly, powseries, stats, tensor, etc...
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6- Types de base (retourné par whattype). _______________________________________

boolean
: booléen.

integer
: nombre entier.

rational
: nombre rationnel.

float
: nombre en virgule flottante.

complex
: nombre complexe.

polynom
: polynôme.

string
: chaîne de caractères.

equation
: équation.

range
: intervalle.

taylor
: série de Taylor.

* , +
: produit , somme.

table
: table - l’évaluation doit être forcée par eval(....).

array
: tableau.(de type table)

matrix
: matrice.(de type tableau)

proc
: procedure - l’évaluation peut être forcée par eval(....).

7- Simplification et évaluation. ________________________________________________

normal
: simplifie les fonctions rationnelles.

expand
: développe par distributivité et quelques formules classiques.

combine(expr,trig)
: linéarise les fonctions trigonométriques.

simplify(expr,option,assume=..)
: simplifie en utilisant le formulaire correspondant à l’option.

convert(expression,exp)
: utilise les formules d’Euler.

trig, exp, ln, power
: options à placer en second paramètre.

eval?
: voir l’aide suivant le ?

subs (x=u,f)
: substitution de x par u dans l’expression f

assign
: (à fuir) même rôle, mais en donnant un nom entre deux .
op(f), ou op(j,f)
: opérande, permet de visiter l’arbre d’une expression.

lhs(expr), rhs(expr)
: left hand side=op(1,expression), right hand side =op(2,expression).

nops
: nombre d’opérandes.

unapply(expr,x)
: fabrique une fonction à partir d’une expression.

unames(),anames(types)
: affiche les variables non assignées, resp. assignées dans la session.

alias(peste=cholera)
: rend totalement echangeables l’appel de peste et l’appel de cholera.

8- Les procédures. __________________________________________________________

nom_de_procédure := proc (paramètres de la procédure) [sans ;]

local liste des variables locales; [peut être ommise]

global liste des variables globales; [peut être ommise]

options liste des options; [peut être ommise]

commande 1;....................;

commande n (donnant ce qui doit sortir) [sans ;]

end;

remember
: option qui stocke dans une table les valeurs déjà calculées.

RETURN(expr)
: sort de la procédure en renvoyant l’expression..

ERROR(‘message d`erreur’)
: sort de la procédure en renvoyant le message d’erreur.

9- Les primitives de programmation. ___________________________________________
(pas de repeat ....until...)

for et while
for i from début by pas to fin while conditon

do  instructions   


od;

if
if condition then  premières instructions


                    elif  deuxièmes instructions


                    else  dernières instructions


fi;

___________________________________________________________________________

Liste d’opérateurs, de fonctions, de mots-clés,....

Cette liste n’est pas exhaustive, mais elle devrait suffire à traiter la plupart des exercices que vous serez amenés à rencontrer.

Pour plus de détails sur ces instructions, utilisez la commande Help.
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