Chapitre 12 : Les mémoires
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1 -  GénéralitéS sur les mémoires

1.1 -  définitions

Un ordinateur a deux caractéristiques essentielles qui sont la vitesse à laquelle il peut traiter un grand nombre d’informations et la capacité de mémoriser ces informations.

Une mémoire est un dispositif capable d’enregistrer des informations, de conserver ces informations aussi longtemps que nécessaire ou que possible, et de les restituer à la demande.

Il existe deux types de mémoire dans un système informatique :

· La mémoire centrale qui est très rapide, physiquement peu encombrante mais coûteuse, c’est la mémoire de travail de l’ordinateur,

· La mémoire de masse ou mémoire auxiliaire, qui est plus lente, assez encombrante physiquement, mais meilleur marché, c’est la mémoire de « sauvegarde » des informations.

1.2 -  Organisation des informations

Les informations que l’on désire traiter dans un ordinateur doivent s’adapter à un certain format, dont les caractéristiques générales sont les suivantes :

· le bit (Binary Digit) constitue l’unité de base de l’information. Dans une case mémoire, le plus petit élément de stockage est souvent appelé point mémoire : il mémorise un bit d’information ;

· l’octet correspond à un regroupement de 8 bits ;

· le caractère est un groupement de 6, 7, 8…bits permettant le codage d’un caractère alphanumérique ou d’un caractère spécial selon les conventions du codage ASCII, EDCDIC,…

· le mot est un groupement de bits constituant une unité d’information adressable en mémoire centrale qui varie selon les machines.

· l’enregistrement signifie bloc de données. Il constitue l’unité d’information stockée en mémoire auxiliaire (disque, bande) ;

· le fichier est un ensemble d’enregistrement.

1.2.1 -  Caractéristiques des mémoires

Il est possible de déterminer certains critères communs, caractérisant les mémoires. On distingue ainsi :

· L’adresse : c’est la valeur numérique désignant un élément physique de mémoire.

· La capacité ou la taille d’une mémoire : elle correspond au nombre d’informations qu’elle peut contenir. On peut exprimer cette valeur en fonction du nombre de bits, d’octet ou de mots. Ainsi on rencontrera des mémoires de 640 Ko, de 450Mo, de 1.2 Go,…

Par exemple, une mémoire centrale de 512 Kmots de 16 bits équivaut à :


512 x 1024 mots = 512 x 1024 * 2 octets = 
512 x 1024 * 2 * 8 bits.

· Le temps d’accès : C’est le temps nécessaire pour accéder en mémoire à l’information. 
Ainsi, une mémoire centrale  sera généralement d’un accès très rapide (mesuré en nano-seconde (ns) ou milliardième de seconde soit 10-9 s), alors qu’une mémoire auxiliaire sur support magnétique telle qu’une disquette ou un disque dur aura en comparaison un temps d’accès très important (mesuré en millisecondes (ms) soit 10-3)

· La volatilité : elle caractérise la permanence des informations dans une mémoire, c’est à dire le laps de temps pendant lequel la mémoire est capable de retenir des informations de manière fiable.
Une mémoire dite volatile perd son contenu lorsque l’on coupe le courant, celle-ci a donc besoin d’un apport constant d’énergie électrique pour conserver ses informations. Par exemple la mémoire de travail de l’ordinateur. 

Au contraire, une mémoire sur disquette magnétique sera dite non volatile, car l’information, une fois enregistrée, sera conservée même si l’on retire la disquette du lecteur, si elle n’est plus alimentée en courant électrique.

· Le cycle mémoire : c’est le temps minimal s’écoulant entre deux accès successifs à la mémoire. Il est plus long que le temps d’accès, car le bon fonctionnement de la mémoire nécessite quelques opérations de maintien, de stabilisation des signaux dans les circuits, de synchronisation, …

· Le prix de revient de l'information mémorisée. En règle générale, les mémoires électroniques ont un coût de stockage au bit relativement élevé ce qui explique leur faible capacité, alors que les mémoires magnétiques (bandes, disquettes, disques durs...) sont proportionnellement moins onéreuses.

· L’encombrement physique. Il est intéressant d’avoir des systèmes informatiques, et donc des mémoires, occupant le volume physique le plus petit possible.

Les deux grandes familles de mémoires

Mémoires centrales

(électroniques)
Mémoires de masse

(magnétiques ou optiques)

Avantages
Inconvénients
Avantages
Inconvénients

Très rapides
Généralement volatiles
Peu chères
Assez volumineuses

Peu volumineuses
Chères
Non volatiles
Lentes

Directement adressables
De faibles capacités
De grandes capacités


1.2.2 -  Différents types d’accès aux mémoires

Le type d’accès est la façon dont on accède à une information :

· Accès séquentiel : c’est l’accès le plus lent, car pour accéder à une information particulière, on est obligé de parcourir toutes celles qui la précèdent (par exemple les bandes magnétiques).

· Accès direct : les informations ont une adresse propre, ce qui permet d’y avoir accès directement (par exemple la mémoire centrale, les registres).

· Accès semi-séquentiel : c’est une combinaison des accès direct et séquentiel (par exemple pour les disques magnétiques, l’accès au cylindre est direct et l’accès au secteur est séquentiel).

· Accès par le contenu (mémoire associative) : les informations sont identifiées par une clé et la recherche s’effectue sur cette clé de façon simultanée sur toutes les positions de la mémoire (par exemple l’antémémoire ou mémoire cache).

1.3 -  Hiérarchisation de la mémoire

Les différents éléments de la mémoire d’un ordinateur sont ordonnés en fonction des critères : temps d’accès, capacité et coût par bit.
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Quand on s’éloigne de CPU vers les mémoires auxiliaires, on constate que le temps d’accès et la capacité des mémoires augmentent, mais le coût par bit diminue :

· Les éléments de mémoire situés dans l’unité centrale de traitement (CPU) sont les registres qui sont caractérisés par une grande vitesse et servent principalement au stockage d’opérandes et des résultats intermédiaires.

· La  mémoire cache ou l’antémémoire est une mémoire rapide de faible capacité (par rapport à la mémoire centrale) utilisée comme mémoire tampon entre le CPU et la mémoire centrale. Cette mémoire permet au CPU de faire moins d’accès à la mémoire centrale et ainsi de gagner du temps.

· La mémoire centrale est l’organe principal de rangement des informations utilisées par le CPU. Pour exécuter un programme, il faut le charger (instructions + données) en mémoire centrale. Cette mémoire est une mémoire à semi-conducteur, mais son temps d’accès est beaucoup plus grand que celui des registres et du cache.

· La mémoire d’appui sert de mémoire intermédiaire entre la mémoire centrale et les mémoires auxiliaires. Elle est présente dans les ordinateurs les plus évolués et permet d’augmenter la vitesse d’échange des informations entre ces deux niveaux.

· La mémoire de masse ou mémoire auxiliaire est une mémoire périphérique de grande capacité et de coût relativement faible utilisé pour le stockage permanent des informations. Elle est utilisée pour le stockage, la sauvegarde ou l’archivage à long terme des informations. Elle utilise pour cela des supports magnétiques (disques, cartouches, bandes), magnéto-optiques (disques) ou optiques (disques optiques).

2 -  Les mémoires centrales

· La mémoire centrale se présente comme un ensemble de "cases", appelées cellules mémoires, destinées à stocker l'information. Selon le type de mémoire, ces cellules seront capables de stocker un bit, un quartet, un octet ou plus.

· On utilise le terme de mot mémoire pour désigner la quantité d'information contenue dans une cellule logique de la mémoire. On parle de "cellule logique" par ce qu’un transistor n'est capable de stocker qu'un seul bit. Le stockage physique d'un mot mémoire dont la taille est d'un octet, par exemple, nécessite alors l'emploi de huit transistors.

· Afin de repérer dans l’ensemble des cellules logiques (les cases mémoires) celle souhaitée (pour y lire ou écrire), cette cellule, le mot mémoire, est identifiée par son adresse.







Le mot mémoire, logé dans un ensemble de cellule, est repéré par une adresse.

2.1 -  La famille des mémoires centrales

Avant d’aborder en détail les différents types de mémoires, voici un schéma récapitulation qui résume la situation :
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2.2 -  La mémoire vive

2.2.1 -  Rôle de la mémoire vive

Les mémoires vives sont les mémoires les plus courantes, et connues sous le terme générique de RAM (Random Access Memory). RAM signifie littéralement « mémoire à accès aléatoire » ce qui signifie que l’on peut accéder instantanément à n’importe quelle partie de la mémoire.

C’est la mémoire principale du système, cela indique qu’elle permet de stocker de manière temporaire des données lors de l’exécution d’un programme. En effet ce stockage est temporaire, contrairement au disque dur, car elle permet de stocker des données tant qu’elle est alimentée électriquement, c’est à dire qu’à chaque fois que l’ordinateur est éteint, toutes les données présentes en mémoire sont irrémédiablement effacées (Communément appelé la volatilité).

2.2.2 -  Fonctionnement  de la mémoire vive

La mémoire vive est constituée de centaines de milliers de petits condensateurs emmagasinant des charges. Lorsqu'ils sont chargés, l'état du condensateur est à 1, dans le cas contraire il est à 0, ce qui signifie que chaque condensateur représente un bit de la mémoire. Etant donné que les condensateurs se déchargent, il faut constamment les recharger (le terme exact est rafraîchir) à un intervalle de temps régulier appelé cycle de rafraîchissement (d'une durée d'environ 15ms pour une mémoire DRAM). Bien entendu, pendant le rafraîchissement, la mémoire est indisponible en lecture comme en écriture, ce qui ralentit les temps d’accès. Chaque condensateur est couplé à un transistor permettant de "récupérer" l'état du condensateur. Ces transistors sont rangés sous forme de tableau (matrice cf. le schéma de droite), c'est-à-dire que l'on accède à une "case mémoire" par une ligne et une colonne. Or cet accès n'est pas instantané et s'effectue pendant un délai appelé temps de latence. Par conséquent l'accès à une donnée en mémoire dure un temps égal au temps de cycle auquel il faut ajouter le temps de latence.

Ainsi, pour une mémoire de type DRAM, le temps d'accès est de 60 nano secondes (35ns de délai de cycle et 25ns de temps de latence). Sur un ordinateur le temps de cycle correspond à l'inverse de la fréquence de l'horloge, par exemple pour un ordinateur cadencé à 200Mhz, le temps de cycle est de 5ns (1/(200.106)).

Par conséquent un ordinateur ayant une fréquence élevée et utilisant des mémoires dont le temps d'accès est beaucoup plus long que le temps de cycle du processeur doit effectuer des cycles d'attente (en anglais wait state) pour accéder à la mémoire. Dans le cas d'un ordinateur cadencé à 200Mhz utilisant des mémoires de types DRAM (dont le temps d'accès est de 60ns), il y a 11 cycles d'attente pour un cycle de transfert. Les performances de l'ordinateur sont d'autant diminuées qu'il y a de cycles d'attentes, il est donc conseillé d'utiliser des mémoires plus rapides. 

2.2.3 -  Les différents types de mémoires vives

Deux types de mémoire RAM se distinguent :

· Les SRAM qui ne nécessitent quasiment aucun rafraîchissement, mais la durée n’est pas illimitée, quelques heures à quelques jours.

· Les DRAM qui nécessitent un rafraîchissement de plusieurs milliers de fois par seconde.

2.2.3.1 -  Mémoires vives statiques ou SRAM

Dans la mémoire vive statique ou SRAM (Static Random Access Memory) , la cellule de base est constituée par une bascule de transistors. Le terme de statique fait référence à leur fonctionnement interne. Elles ne nécessitent quasiment pas de rafraîchissement. Dans la mesure où ce rafraîchissement à un coût en temps, cela explique pourquoi ce type de mémoire est très rapide, entre 6 et 15 ns, mais assez chère. On utilisera donc essentiellement pour des mémoires de faible capacité comme dans la mémoire cache pour les microprocesseurs.

2.2.3.2 -  Mémoires vives dynamiques ou DRAM

La DRAM (Dynamic RAM, RAM dynamique) est le type de mémoire le plus répandu au début du millénaire. Il s'agit d'une mémoire dont les transistors sont rangés dans une matrice selon des lignes et des colonnes. Les mémoires DRAM possèdent jusqu'à 256 millions de transistors (c'est-à-dire que chaque barrette de DRAM peut contenir jusqu’à 256Mo maximum). Ce sont des mémoires dont le temps d'accès est de 60ns.

Pour accélérer les accès à la DRAM, il existe une technique, appelée pagination permettant d’accéder à toute une rangée de cellules, la « page ». Ainsi même si la prochaine adresse mémoire recherchée concerne la même page, le contrôleur mémoire n’a pas besoin de répéter la phase de recherche de cette rangée mais uniquement à indiquer la valeur de la colonne. On parle alors de DRAM FPM (Fast Page Mode). 

D'autre part, les accès mémoire se font généralement sur des données rangées consécutivement en mémoire. Ainsi le mode d'accès en rafale (burst mode) permet d'accéder aux trois données consécutives à la première sans temps de latence supplémentaire. Dans ce mode en rafales, le temps d'accès à la première donnée est égal au temps de cycle auquel il faut ajouter le temps de latence, et le temps d'accès aux trois autres données est uniquement égal aux temps de cycle, on note donc sous la forme X-Y-Y-Y les quatre temps d'accès en nombre de cycle d’horloge, par exemple 5-3-3-3 pour un bus dont la fréquence est de 66 MHz.

On considère deux générations de RAM dynamique. La première ou la plus ancienne est dite mémoire asynchrone, et elle est composée par les mémoires FPM et EDO (nous n’étudierons que la deuxième dans la suite du cours). La seconde  ou la nouvelle génération est dite mémoire synchrone, et est composée de la SDRAM, RDRAM (ou Rambus), DDR-SDRAM,…

2.2.3.2.1 -  Mémoire asynchrone

Quand le processeur fait un accès (écriture ou lecture) à ce type de mémoire, il doit attendre que celle-ci ait terminé son travail, pour faire un autre accès. La mémoire asynchrone génère des temps d’attente car le processeur ne sait pas quand l’information sera disponible par la mémoire. Pour être sûr de l’avoir, il n’a comme solution que d’attendre que la mémoire la lui transmette. S’il ne le faisait pas, il pourrait la manquer et cela provoquerait des erreurs.

2.2.3.2.1.1 -  Les mémoires EDO

La RAM EDO (Extended Data Out, soit Sortie des données améliorées) est apparue en 1995. La technique utilisée avec ce type de mémoire consiste à adresser la colonne suivante pendant la lecture des données d'une colonne. Cela crée un chevauchement des accès permettant de gagner du temps sur chaque cycle. En effet, la période d’attente entre deux lectures est ainsi minimisée et on peut donc la faire fonctionner à une fréquence de 50 MHz contre 25 MHz pour de la DRAM traditionnelle. Ces mémoires offrent des temps d’accès allant de 45 à 70 ns.

Ainsi, la RAM EDO, lorsqu'elle est utilisée en mode rafale permet d'obtenir des cycles de la forme 5-2-2-2, soit un gain de 4 cycles sur l'accès à 4 données. 

2.2.3.2.2 -  Mémoire synchrone

Lorsque le processeur fait un accès à la mémoire, il peut continuer à travailler en attendant la réponse. La mémoire synchrone ne génère pas de temps d’attente. Pour synchroniser la mémoire on utilise deux composants que l’on place entre la mémoire et le processeur :


( La mémoire est reliée à une horloge. Celle-ci cadence donc les échanges entre la mémoire et le processeur


( La mémoire et le processeur sont reliés à un buffer qui stocke les demandes d’accès à la mémoire provenant du microprocesseur.

C’est grâce à l’utilisation conjointe d’un buffer et d’une horloge que le processeur n’a pas à attendre que la mémoire ait terminé son travail pour continuer à travailler.

2.2.3.2.2.1 -  La mémoire SDRAM

La SDRAM (Synchronous DRAM, soit RAM synchrone) est un type de RAM apparu en 1997 permettant une lecture des données synchronisées avec le bus. Celle-ci permet d'obtenir un cycle en mode rafale de la forme 5-1-1-1, c'est-à-dire un gain de 3 cycles par rapport à la RAM EDO. De cette façon la SDRAM est capable de fonctionner avec une cadence de 100Mhz, lui permettant d'obtenir des temps d'accès de l’ordre de 10 à 12ns.

2.2.3.2.2.2 -  La mémoire RDRAM (Rambus DRAM)

La RDRAM (RambusTM DRAM) est une DRAM de conception originale développée par la société Rambus qui nécessite toutefois des contrôleurs mémoires spécifiques lui permettant d’être environ 10 fois plus rapide qu’une DRAM classique. Ce type de mémoire permet de transférer les données sur un bus de 16 bits de largeur à une cadence de 800 MHz. 

2.2.3.2.2.3 -  La Mémoire DDR-SDRAM

Les fondeurs Samsung, Nec et Toshiba ont mis au point un nouveau standard dit DDR (Double Data Rate) qui double le taux de transfert des actuelles SDRAM tout en conservant la même fréquence de fonctionnement.

2.2.3.2.2.4 -  La mémoire DRDRAM

La DRDRAM (Direct Rambus DRAM) est apparue en 1999 et a été développée grâce au soutien massif d’Intel. Cette mémoire supporte des fréquences de bus atteignant 133 MHz (800MHz annoncés). Elle offre ainsi des temps d’accès inférieur à 5 ns. Toutefois, pour fonctionner à ces fréquences la RDRAM nécessite un Chipset spécial. Un gros désavantage de cette mémoire est son prix et le fait qu’elle est une technologie propriétaire. Les constructeurs de ces mémoires doivent payer des royalties aux sociétés Rambus et Intel pour la fabriquer.

2.2.4 -  Les types de connecteurs de la RAM

Les mémoires de type DRAM qui équipaient les premiers modèles de PC AT (286 et quelques 386) se présentaient sous la forme de puces directement implantées sur la carte mère (voir schéma ci-contre).

A l'heure actuelle, ces formats ont été quasiment abandonnés. La grande forme de présentation de la RAM depuis la fin des années 1980 est la barrette, qui est une mini-carte d'extension sur laquelle sont fixées des puces de mémoire. Il existe 2 grands formats de présentation des barrettes de RAM, indépendants du type de mémoire supporté :

· SIMM (Single Inline Memory Module) 

Les barrettes SIMM se présentent sous la forme de petits circuits imprimés rectangulaires, disposant sur une de leurs faces de 30 ou 72 broches de connexion, assurant l'interface entre le reste de l'ordinateur et sa mémoire. Les SIMM 30 broches mesurent à peu près 8,9 x 1,3 cm et ont surtout servi à équiper les PC 386 et les premiers 486. Les SIMM 72 broches, quant à elles, mesurent environ 10,8 x 2,5 cm et ont largement servi à équiper les 486 et les PC de type Pentium et compatibles, jusqu'à l'avènement de la RAM sous forme DIMM.

Les barrettes SIMM 30 broches, capables de gérer des flux de données de 8 bits, suffisaient à assurer les échanges entre la mémoire et les processeurs anciens comme les 286 et les premiers 386. Dès que sont apparus des processeurs capables de gérer des flux de 32 bits (386DX, 486), les SIMM 72 broches travaillant également en 32 bits se sont imposées d'office.

Par la suite sont survenus les microprocesseurs fonctionnant sur un bus de données d'une largeur de 64 bits (Intel Pentium et compatibles), ce qui explique que les barrettes SIMM 72 broches doivent toujours être employées par paires en corrélation avec de tels processeurs (lorsqu'un flux de 64 bits est expédié depuis le processeur vers la RAM, il est indispensable que celle-ci soit à même de réceptionner l'intégralité des données. Chaque barrette SIMM 72 broches travaillant sur 32 bits, il en faut donc un multiple de 2 en place).

Les barrettes SIMM s'enfichent sur des connecteurs (ou slots) particuliers, facilement repérables sur les cartes qui autorisent l'emploi d'un tel format de mémoire. 


· DIMM (Dual Inline Memory Module) 

Les barrettes DIMM ressemblent aux SIMM, mais elles affichent des dimensions plus importantes (13 x 2,5 cm) et comportent 84 broches sur chacune de leurs faces, pour un total de 168 broches. Petit détail morphologique, elles sont également pourvues d'un deuxième cran (en plus de celui placé au centre de chaque barrette) situé au 5/6 de leur longueur, qui joue le rôle de détrompeur lors de l'installation dans les slots DIMM.


Les barrettes au format DIMM sont capables de gérer des flux de données de 64 bits en provenance du microprocesseur central. Ceci correspond justement à la largeur du bus de données couramment utilisé depuis l'apparition des processeurs de cinquième et de sixième génération (Intel Pentium, Pentium MMX, Pentium II, AMD K6 et K6-2, IBM/Cyrix 6x86 et 6x86MX, etc.).

Contrairement aux SIMM 32 bits, il n'est donc pas nécessaire d'apparier les barrettes DIMM 64 bits lorsqu'on installe la RAM d'un ordinateur en employant ce type de format.

Les barrettes DIMM se placent sur des connecteurs totalement différents des connecteurs SIMM, reconnaissables à leur couleur noire et aux ergots de fixation situés à leurs extrémités  (voir photo ci-contre).

2.3 -  La mémoire morte

Il existe un type de mémoire permettant de stocker des données nécessaires au démarrage de l’ordinateur, il s’agit de la ROM (Read Only Mémory), mémoire en lecture seule. Cette mémoire a la particularité  de conserver les informations qu’elle contient sans devoir être alimentée en courant, c’est à dire qu’on va imprimer une trace définitive à chacun des composants. Pour ce faire, on utilise non pas des condensateurs-transistors, mais des diodes.

Ces mémoires ont suivi une évolution technologique qui amène à distinguer plusieurs types de mémoires mortes.

Ce type de mémoire est très lent par rapport aux mémoires vives, avec un temps d’accès de l’ordre de 150ms. Ce qui entraîne parfois, lors du démarrage, le recopie des instructions contenues dans la ROM dans la RAM.

Les différents types de Mémoires Mortes

2.3.1 -  Les mémoires ROM 

L’information stockée dans ce type de mémoire est enregistrée de façon définitive lors de la fabrication de la mémoire par le constructeur. Le prix de revient élevé de ce type de mémoire en limite l’utilisation aux très grandes séries.

Concrètement les informations binaires étaient inscrites directement dans une plaque de silicium grâce à un masque.

Compte tenu de la difficulté de conception et, partant, du prix de revient de telles mémoires, il a paru intéressant de fabriquer des mémoires mortes qui pourraient être programmées facilement, à la volonté de l’utilisateur.

2.3.2 -  Les mémoires PROM

Les mémoires PROM (Programmable ROM) ont été mises au point à la fin des années 1970 par la firme Texas Instruments. Ces mémoires sont des ROM dont l’écriture ne sera plus réalisée à la fabrication mais faite par l’utilisateur au moyen d’une machine appelée programmeur PROM. 

Concrètement, ces mémoires sont des puces  constituées de milliers de fusibles pouvant être « grillés » grâce au programmeur PROM, qui envoie un fort courant électrique (12V) dans certains fusibles. Ainsi, les fusibles grillés correspondent à des 0, les autres à des 1.

2.3.3 -  Les mémoires EPROM

La mémoire de type EPROM (Erasable PROM – Effaçable PROM) représente l’avantage de pouvoir être effacée une fois écrite. L’effacement de l’EPROM se fait au moyen d’un effaceur d’EPROM qui n’est rien d’autre qu’un tube à rayons ultraviolets.

Ces puces possèdent une vitre permettant de laisser passer des rayons ultraviolets. Lorsque la puce est en présence de rayons ultraviolets d’uns certaines longueur d’ondes, les fusibles sont reconstitués, c’est à dire que tous les bits de la mémoire sont à nouveau à 1.

Ces mémoires sont couramment employées pour de petites séries et pour la mise au point des mémoires PROM.

2.3.4 -  Les mémoires EEPROM

Les EPROM présentaient l’inconvénient de nécessiter une source d’ultraviolets pour être effacées, ce qui obligeait donc de les enlever de leur support. Les constructeurs ont donc développé des EEPROM (Electrically EPROM) effaçables électriquement, octet par octet, ce qui permet de les effacer même lorsqu’elles sont en position dans l’ordinateur. Ces mémoires présentent l’avantage d’être non volatiles et cependant facilement réutilisables.

L’inconvénient est leur prix de revient et leur capacité, limitée à 2 Mo, ce qui n’en autorise pas encore une application courante.

2.3.5 -  Les mémoires Flash

La mémoire flash est un composant se situant au carrefour des technologies EEPROM, DRAM et SRAM, présentant des caractéristiques intéressants de non volatilité et de rapidité. Cette technologie date de 1983. En effet, elle est conçue comme de la DRAM, mais comme la SRAM elle ne nécessite pas de rafraîchissement et comme l’EEPROM on peut supprimer la source  d’alimentation sans que l’information ne soit perdue.

C’est une mémoire effaçable et programmable électriquement par bloc de 64 Ko qui peut se reprogrammer en un temps relativement bref d’où son appellation. 

Le défaut que l’on peut imputer aux mémoires flash est un prix de revient encore élevé(de 10 à 20 fois plus cher le Mo de mémoire flash que le Mo de disque dur) et un nombre relativement limité de cycles d’écritures.

2.4 -  La mémoire cache

2.4.1 -  Principe

Le principe de la mémoire cache - ou "antémémoire" - est destiné à apporter des solutions au problème de la trop grande différence de vitesse entre le microprocesseur central de l'ordinateur et les autres composants avec lesquels il traite, beaucoup moins véloces (mémoire centrale, disque dur, etc.). De ce fait, le processeur devrait passer en théorie la plupart de son temps à attendre des données afin de les traiter.

La solution la plus simple à ce problème serait de changer la mémoire centrale du PC, qui est de type DRAM (Dynamic RAM), par de la mémoire de type SRAM (Static RAM). Malheureusement, 64 Mo de SRAM c’est très cher.

Dans tous les cas, le principe du cache est d'insérer entre le processeur et ces éléments plus lents des zones de mémoire tampon ultra-rapide d'accès, de faible capacité, auxquelles le processeur peut accéder avec une perte de temps minime. Des contrôleurs spécialisés sont chargés en permanence de recharger les zones de cache afin que le processeur y trouve le plus souvent possible les éléments dont il a besoin.
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2.4.2 -  Fonctionnement de la mémoire cache


1. Le processus commence avec un cache vide. Quand le microprocesseur émet un cycle de lecture pour charger des données de la mémoire principale, celui-ci est intercepté par le contrôleur de cache.

2. Le contrôleur gère un répertoire des adresses (appelées repères) des données contenues dans le cache (le répertoire des repères). L'adresse indiquée par le microprocesseur est comparée avec les repères et si elle ne se trouve pas parmi eux, il y a échec du cache. Le contrôleur de cache transmet alors le cycle au contrôleur de DRAM.

3. Une fois que le contrôleur de cache a saisi les données dans la mémoire principale lente, celles-ci sont transmises au microprocesseur, mais aussi copiées dans le cache en SDRAM. Le répertoire des repères est mis à jour et le processus se répète, ce qui rempli le cache.

4. Si les données demandées par le microprocesseur se trouvent dans le cache, la comparaison de leur adresse avec les repères conduit à un succès du cache. Le contrôleur de cache transmet alors au microprocesseur les données demandées en les prélevant dans la mémoire SRAM.

5. Pour éviter que le cache ne se remplisse de données devenues inutiles, le contrôleur de cache utilise un circuit et un bit spéciaux pour savoir quand les données ont été utilisées pour la dernière fois. Les plus anciennes sont alors remplacées par les nouvelles données demandées par le microprocesseur. C'est l'algorithme LRU (Last Recent Used).

6. Pour être sûr que la copie des données conservée dans le cache est bien la plus récente, le contrôleur de cache surveille les adresses passant sur le bus pour déterminer si les données originales ont été modifiées. Si l'adresse modifiée figure dans le répertoire des repères, la donnée correspondante du cache est marquée comme non valide, ce qui amène un échec du cache à la prochaine tentative de lecture de cette adresse.

2.4.3 -  Les différentes mémoires cache de l’ordinateur

Il existe plusieurs mémoires cache dans le PC.

2.4.3.1 -  Le cache L1 (premier niveau, Level 1 ou Primary Cache)

C’est le cache le plus rapide du PC. Il est en effet situé dans le processeur, et fonctionne à la même vitesse que ce dernier.

Le cache L1 est généralement de petite taille (16 Ko pour les Pentium, 32 Ko pour les Pentium MMX & Pentium II, 64 Ko pour les K6, K6-2, 6x86MX, MII et 128 Ko pour le Athlon). Lorsque le processeur a besoin d’une donnée ou d’une instruction, il teste si les informations ne sont pas déjà dans le cache L1, et si c’est le cas il l’utilise directement.

Les processeurs modernes on deux manières de gérer le cache L1, soit il est unifié (unified cache) et dans ce cas les données et les instructions sont stockées dans le même cache, soit le processeur dispose de deux caches bien distincts, le cache d’instructions et le cache de données.

2.4.3.2 -  Le cache L2 (deuxième niveau, Level 2 ou Secondary Cache)

Le cache L2 vient en soutient du cache L1. Plus grand, mais un peu plus lent (6 à 15 ns), il stocke tout ce que le cache L1 n’a pas la place de stocker. Il est traditionnellement créé à partir d'une faible quantité de SRAM : 128, 256, 512 Ko ou 1 Mo.

On l’appelle également "cache externe" (external cache). En effet auparavant, le cache L2 était séparé du CPU. Avec les premiers processeurs de type Socket 7, le cache de second niveau prend place sur la carte mère, sous la forme de puces soudées au circuit imprimé ou de barrettes très semblables aux SIMM et DIMM de la mémoire centrale (voir photos ci-contre). 


On le trouvait aussi sur la carte mère (Pentium, 6x86, K6), sur une carte fille avec le processeur (Pentium II). 

Mais depuis peu on trouve des processeurs utilisant un cache de second niveau intégré au boîtier de céramique contenant le processeur, et fonctionnant à la même fréquence que celui-ci. C’est par exemple le cas pour les Celeron et pour le K6-III. 

2.4.3.3 -  Le cache en mémoire centrale

Qui ne connaît pas SmartDrive ? Ce programme sous Dos permettait "d’accélérer" le disque dur, en utilisant la mémoire vive comme antémémoire pour le disque dur. Ainsi, les dernières données lues sur le disque étaient stockées en mémoire vive, et étaient donc disponible bien plus vite si le processeur en avait encore besoin. Car si la mémoire vive est plus lente que le cache L1 & L2, le disque dur fait carrément office d’escargot.

Des méthodes similaires peuvent être utilisées pour le lecteur CD-Rom, auquel on peut allouer une antémémoire en mémoire vive ou même sur le disque dur.

2.4.3.4 -  Le cache périphérique

Certains périphériques disposent d’une mémoire cache qui leur est propre. C’est notamment le cas de certaines cartes SCSI haut de gamme, qui peuvent parfois embarquer plus de 16 Mo de mémoire cache.

Les disques durs modernes disposent également de quelques centaines de Ko de cache, tout comme les CD-Rom. Les graveurs n’échappent pas à la règle, mais leur cache, qui peut être de taille très importante (jusqu'à 4 Mo) n’a pas la même utilité. En effet c’est un tampon en écriture qui sert à stocker les données qui vont être gravées, afin d’assurer un flux constant. 

2.5 -  LA mémoire spécialisée : les registres

Les registres sont des dispositifs électroniques constitués de bascules de transistors qui servent au stockage provisoire d’informations dans l’unité centrale, ce qui permet un accès plus rapide à ces informations. Chaque système informatique comporte ainsi un certain nombre de registres plus ou moins spécialisés (compteur ordinal, accumulateur, registre d’état, …). Selon la technologie employée, l’accès aux informations contenues dans de telles mémoires peut être très rapide et on constituera ainsi des mémoires tampon – mémoires caches – qui serviront à contenir les informations les plus utilisées où celles en attente de traitement, évitant ainsi des accès plus lents aux mémoires centrales classiques ou, pire, aux mémoires auxiliaires.
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