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1. Les distributions marginales

Lorsque les variables statistiques X et Y sont quantitatives (discrètes et/ou continues) nous pouvons calculer la moyenne et la variance pour chacune des distributions marginales (xi , ni,SYMBOL 183 \f "Symbol") et (yj , nSYMBOL 183 \f "Symbol",j).

· La distribution marginale de la variable statistique X

La distribution marginale de la variable statistique X quantitative (discrète ou continue) notée (xi , ni,SYMBOL 183 \f "Symbol") avec i ( {1,…, r} admet pour principaux résumés numériques :

· La moyenne marginale de la variable X :
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· La variance marginale de la variable X :
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· La distribution marginale de la variable statistique Y

La distribution marginale de la variable statistique Y quantitative (discrète ou continue) notée (yj , nSYMBOL 183 \f "Symbol",j) avec i ( {1,…, r} admet pour principaux résumés numériques :

· La moyenne marginale de la variable Y :
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· La variance marginale de la variable Y :


[image: image4.wmf](

)

(

)

 

1

2

1

,

2

1

,

2

Y

y

f

Y

y

n

N

s

j

r

i

i

j

j

r

i

i

j

Y

-

=

-

=

å

å

=

=

·

=

=

·


2. Les distributions conditionnelles

Les distributions conditionnelles d'un couple de variables (X, Y) sont les distributions statistiques à une variable telles que : (xi, ni,j) et  (yj, ni,j) avec i SYMBOL 206 \f "Symbol" {1...r} et j SYMBOL 206 \f "Symbol" {1...s}.

· Les distributions conditionnelles de X liées par Y = yj

· Les moyennes conditionnelles de X
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· Les variances conditionnelles de X
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Il existe s distributions conditionnelles de X liées par Y = yj et par conséquent s moyennes conditionnelles et s variances conditionnelles à calculer.

· Les résumés des distributions conditionnelles de Y liées par X = xi 

· Les moyennes conditionnelles de Y
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· Les variances conditionnelles de Y :
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Il existe r distributions conditionnelles de Y liées par X = xi, et par conséquences r moyennes conditionnelles et r variances conditionnelles à calculer.

3. Relations entre moyennes marginales et moyennes conditionnelles

La moyenne arithmétique pondérée des moyennes conditionnelles X est égale à la moyenne marginale de la variable statistique X :
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La moyenne arithmétique pondérée des moyennes conditionnelles Y est égale à la moyenne marginale de la variable statistique Y :
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· Démonstration

On considère la distribution marginale (xi, ni.) de la variable quantitative X la moyenne marginale :
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Il est possible d’utiliser la forme de 

 en utilisant la pondération nij
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On considère, dans un deuxième temps, la distribution conditionnelle de la variable X liée par Y = yj
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 cette expression devient 
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Nous avons donc :

(1) 
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Si l’on remplace dans (1) la valeur de la somme sur i donnée par (2) on obtient :


[image: image18.wmf]X

N

n

X

j

j

j

s

j

=

·

=

=

å

1

1


La moyenne marginale 

 (ou 

) est égale à la moyenne des moyennes conditionnelles pondérées par les effectifs correspondants. Cette démonstration peut être exprimée en fonction des fréquences au lieu des effectifs.

4. Relations entre variances marginales et variances conditionnelles

La variance marginale est égale à la moyenne pondérée des variances conditionnelles augmentées de la variance pondérée des moyennes conditionnelles.
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· Démonstration

On considère la distribution marginale (xi, ni.) de la variable quantitative X sa variance est :
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Afin de trouver la relation liant les variances marginales et les variances conditionnelles, introduisons dans la quantité 

 les moyennes conditionnelles 

 :
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Calculons cette nouvelle expression :


[image: image27.wmf](

)

(

)

(

)

(

)

[

]

X

X

X

x

X

X

X

x

f

X

x

f

j

j

i

j

j

i

r

i

s

j

ij

r

i

s

j

i

ij

-

×

-

×

+

-

+

-

=

-

å

å

å

å

2

)

(

2

2

2


(1)     
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· Etape 1 - Etudions le 3ème terme de l’expression (1) :
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On obtient :
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La quantité 
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 peut s’écrire d’une autre façon. En effet, on sait que :
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       il vient alors    
[image: image35.wmf]å

=

·

r

i

i

ij

j

j

x

n

X

n

   en divisant par N   
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cette dernière expression s’écrit en fréquences :
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Ainsi, le terme entre crochets est nul et nous pouvons dire que le double produit de l’expression (1) est nul :


[image: image38.wmf]0

=

-

=

-

=

-

·

·

·

å

å

å

j

j

j

j

i

r

i

ij

i

r

i

ij

j

j

i

r

i

ij

X

f

X

f

x

f

x

f

X

f

x

f


- Etape 2 - Le premier terme du second membre de l’expression (1)

(2)   
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comme nous savons que :
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Si l’on divise cette expression par N :
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   il vient en utilisant les fréquences
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Ainsi l’expression (2) s’écrit :
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Le premier terme correspond à la moyenne pondérée des variances conditionnelles que l’on notera 
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· Etape 3 - Le second terme du second membre de l’expression (1) :
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Or nous savons que :
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Ce second terme correspond à la variance pondérée des moyennes conditionnelles que l’on notera 

.

L’expression (1) s’écrit :
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ou bien plus simplement en utilisant les notations :
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La variance marginale est égale à la moyenne pondérée des variances conditionnelles augmentées de la variance pondérée des moyennes conditionnelles.

5. courbes de régression

5.1. Définition

On appelle courbe de régression de Y en X, la courbe représentative des moyennes conditionnelles 
[image: image52.wmf]Y

i

 en fonction des valeurs xi de la variable statistique X.

Inversement, la courbe de régression de X en Y est la courbe représentative des moyennes conditionnelles 
[image: image53.wmf]X

j

 en fonction des valeurs yj de la variable statistique Y.

5.2. Représentation graphique des courbes de régression

· La courbe de régression de Y en X

La courbe de régression de Y en X est notée CY/X . Elle met en relation en abscisse les valeurs de la variable X et en ordonnée les moyennes conditionnelles de la variable Y. La représentation est la suivante :
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Graphique 1  - Courbe de régression de Y en X
· La courbe de régression de X en Y

La courbe de régression de X en Y est notée CX/Y . Elle met en relation en abscisse les moyennes conditionnelles de la variable X et les valeurs de la variable Y en ordonnée. La représentation est la suivante :
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6. Décomposition de la variance marginale

La liaison entre la variance marginale et les variances conditionnelles pour une variable statistique est donnée par les relations

5.3. Relation entre les variances de X
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5.4. Relation entre les variances de Y
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5.5. Explications des notations et théorème

La variance marginale de X est notée :
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La moyenne arithmétique pondérée des variances conditionnelles de X est notée :
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La variance des moyennes conditionnelles de X est notée :
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Nous pouvons énoncer le théorème suivant :

La variance marginale de X est égale à la moyenne arithmétique pondérée des variances conditionnelles de X augmentée de la variance des moyennes conditionnelles de X.

Il en va de même pour la variable Y. L'équation de décomposition de la variance marginale s'écrit pour les deux variables statistiques :
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5.6. Variance expliquée et variance résiduelle

Dans les expressions (1) et (2), le premier terme du second membre exprime la part de la variance marginale qui résulte de la dispersion des points autour des courbes de régressions respectives. C’est la variance qui n’est pas expliquée par la courbe de régression. Cette expression est appelée variance résiduelle.

Dans les expressions (1) et (2), le second terme du second membre exprime la part de la variance marginale expliquée par la variation des moyennes conditionnelles. Cette expression est appelée variance expliquée.

Nous pouvons énoncer que la variance totale ou variance marginale est la somme de la variance résiduelle (ou moyenne arithmétique pondérée des variances conditionnelles) et de la variance expliquée (ou variance des moyennes conditionnelles).

7. Rapport de correlation y/x et x/y

5.7. Définitions

Le rapport de corrélation est fondé sur la décomposition de la variance marginale (ou variance totale). Il mesure la part de la variance des moyennes conditionnelles (variance expliquée) dans la variance marginale (ou totale). Il existe deux rapports de corrélation, qui sont notés  : 
[image: image60.wmf]h

h

Y

X

X

Y

2

2

     et   

   

 :


[image: image61.wmf]h

h

Y

X

Y

Y

X

Y

X

X

s

s

s

s

i

j

2

2

2

2

2

2

=

=

          

 et       

 


Par construction, il est également possible d'exprimer les rapports de corrélation en fonction de la moyenne des variances (variance non expliquée). Nous obtenons :
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5.8. Propriétés

· Lorsque la variable X est indépendante de la variable Y, toutes les moyennes conditionnelles 
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 sont égales entre elles et sont égales à la moyenne marginale 
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alors la variance des moyennes conditionnelles de X est nulle :
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et le rapport de corrélation prend aussi la valeur nulle :
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Il en va de même pour l'indépendance entre X et Y :
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· Lorsque la variable X est liée fonctionnellement à Y, tous les points de la distribution se trouvent sur la courbe de régression :

xi =
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Alors la moyenne des variances conditionnelles de X est nulle :
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Nous obtenons la valeur :
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Il en va de même pour la liaison fonctionnelle entre X et Y :
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Lorsqu’il y a liaison entre la variable X et la variable Y, alors 
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 est d’autant plus proche de 1 que la part de la variance expliquée dans la variance totale est plus élevée. Il en va de même lorsqu'il y a liaison entre Y et X.

Le rapport de corrélation est une mesure de l’intensité de la liaison entre X et Y. Son domaine de définition est :
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indices

		

						Prix				(en F/ unité)		Quantités				(en unité)

				Articles i		1990		1992		1994		1990		1992		1994

				pantalon		210		235		255		3		2		3

				chaussure		130		145		152		3		4		3

				chaussettes		12		15		14		15		12		18

				veste		450		465		490		2		2		1

				chemise		275		295		305		5		5		6

		2 - Donner les propriétés des indices simples ou élémentaires.

		Indice élémentaires des prix des cinq articles

												Prix				Quantités

				Articles i		1990		1992		1994		Indices simples 1992/1990		Indices simples 1994/1990		Indices simples 1994/1990

				pantalon		210		235		255		111.90		121.43		100.00

				chaussure		130		145		152		111.54		116.92		100.00

				chaussettes		12		15		14		125.00		116.67		120.00

				veste		450		465		490		103.33		108.89		50.00

				chemise		275		295		305		107.27		110.91		120.00

		3 - Donner un exemple de votre choix pour présenter les propriétés des indices simples ou élémentaires.

						I1990/1992		I1992/1994		multiplication		I1990/1994

				pantalon		89.36		92.16		82.35		82.35

						I1994/1992		I1992/1990		multiplication		I1994/1990

				pantalon		108.51		111.90		121.43		121.43

						1/I990/1994		I1990/1994

				pantalon		121.43		121.43

						I1990/1992		I1992/1994		multiplication		I1990/1994

				pantalon		96.97		111.90		108.51		108.51

		Prix				Prix		Quantités		Epoque de base 1990

		Articles i		I = Indices simples 1994/1990		1990		1990		p0 q0		W = p0 q0/somme(p0 q0)		W * I		pt q0

		pantalon		121.43		210		3		630		0.181294964		22.01		765.00

		chaussure		116.92		130		3		390		0.1122302158		13.12		456.00

		chaussettes		116.67		12		15		180		0.0517985612		6.04		210.00

		veste		108.89		450		2		900		0.2589928058		28.20		980.00

		chemise		110.91		275		5		1375		0.3956834532		43.88		1525.00

										3475		1		113.27		3936.00

				indice Laspeyres des prix						113.27		de 1994 par rapport à 1990

		Quantités				Inverse		Prix		Quantités		Epoque courante 1994

		Articles i		I = Indices simples 1994/1990		1/I		1994		1994		pt qt		W = pt qt/somme(pt qt)		W * I		pt q0

		pantalon		100.00		100.00		255.00		3.00		765		0.20		20.17		765.00

		chaussure		100.00		100.00		152.00		3.00		456		0.12		12.02		456.00

		chaussettes		120.00		83.33		14.00		18.00		252		0.07		5.54		210.00

		veste		50.00		200.00		490.00		1.00		490		0.13		25.84		980.00

		chemise		120.00		83.33		305.00		6.00		1830		0.48		40.21		1525.00

												3793		1.00		103.77		3936.00

														inverse		96.37

				indice de Paasche des quantités								96.37		de 1994 par rapport à 1990

				Multiplication des deux indices						109.15

		Voir tableau ci-dessus

				Numerateur =				3793				Le rapport donne

				Dénominateur =				3475				l'indice des dépenses		109.15

						CETTE QUANTITE REPRESENTE L'INDICE DE DEPENSES DE 1994/1990
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1 - Définir les indices simples ou indices élémentaires. Calculer les indices de prix élémentaires, base 100 en 1990, pour les cinq articles.

4 - Définir les indices synthétiques de Laspeyres, de Paasche et de Fisher des prix et des quantités à partir de la définition de la moyenne arithmétique, de la moyenne harmonique, et de la moyenne géométrique.

5 - Calculer les indices de prix de Laspeyres et de quantités de Paasche.de la « garde robe » de Monsieur Dupont en 1994, base 100 en 1990.

6 - Calculer le produit des deux indices obtenus à la question 5. Que représente cette quantité ? . Donner une définition de l’égalité obtenue. Peut-on trouver une autre forme de ce produit ?

Nous obtenons l’égalité suivante connue sous le nom de réversibilté selon les facteurs :



bidimensionnelle

		X      Y		1		5		6		8		9		ni.				ni. xi		ni. x²i				ni1 xi		ni2 xi		ni3 xi		ni4 xi		ni5 xi				ni1 x²i		ni2 x²i		ni3 x²i		ni4 x²i		ni5 x²i

		1		9		8		0		0		0		17				17		17				9		8		0		0		0				9		8		0		0		0

		2		3		1		9		1		1		15				30		60				6		2		18		2		2				12		4		36		4		4

		6		0		0		2		18		2		22				132		792				0		0		12		108		12				0		0		72		648		72

		9		0		1		10		1		1		13				117		1053				0		9		90		9		9				0		81		810		81		81

		10		0		9		1		1		0		11				110		1100				0		90		10		10		0				0		900		100		100		0

		n.j		12		19		22		21		4		78		Total		406		3022				15		109		130		129		23				21		993		1018		833		157

														Total

		n.j yj		12		95		132		168		36		443				nij xi yj		1		5		6		8		9		Total

		n.j y²j		12		475		792		1344		324		2947				1		9		40		0		0		0		49

																		2		6		10		108		16		18		158

		n1j yj		9		40		0		0		0		49				6		0		0		72		864		108		1044

		n2j yj		3		5		54		8		9		79				9		0		45		540		72		81		738

		n3j yj		0		0		12		144		18		174				10		0		450		60		80		0		590

		n4j yj		0		5		60		8		9		82				Total		15		545		780		1032		207		2579

		n5j yj		0		45		6		8		0		59

																		distribution marginales

		n1j y²j		9		200		0		0		0		209				moyenne X				5.2051282051		variance X				11.6502301118		ecart-type X				3.41

		n2j y²j		3		25		324		64		81		497				moyenne Y				5.6794871795		variance Y				5.5254766601		ecart-type Y				2.35

		n3j y²j		0		0		72		1152		162		1386

		n4j y²j		0		25		360		64		81		530

		n5j y²j		0		225		36		64		0		325

		distributions conditionnelles de X liée par Y																								distributions conditionnelles de Y liée par X

		moyenne X1				1.25				moment d'ordre 2 de X1								1.75								moyenne Y1						2.88				moment d'ordre 2 de Y1						12.29

		moyenne X2				5.74				moment d'ordre 2 de X2								52.26								moyenne Y2						5.27				moment d'ordre 2 de Y2						33.13

		moyenne X3				5.91				moment d'ordre 2 de X3								46.27								moyenne Y3						7.91				moment d'ordre 2 de Y3						63.00

		moyenne X4				6.14				moment d'ordre 2 de X4								39.67								moyenne Y4						6.31				moment d'ordre 2 de Y4						40.77

		moyenne X5				5.75				moment d'ordre 2 de X5								39.25								moyenne Y5						5.36				moment d'ordre 2 de Y5						29.55

		variance de X1				0.19				écart-type X1				0.43												variance de Y1						3.99				écart-type Y1				2.00

		variance de X2				19.35				écart-type X2				4.40												variance de Y2						5.40				écart-type Y2				2.32

		variance de X3				11.36				écart-type X3				3.37												variance de Y3						0.45				écart-type Y3				0.67

		variance de X4				1.93				écart-type X4				1.39												variance de Y4						0.98				écart-type Y4				0.99

		variance de X5				6.19				écart-type X5				2.49												variance de Y5						0.78				écart-type Y5				0.88

		Décomposition de la variance de Y

						Yi		ni.								s²		ni. s²		ni. Yi		Y²i		ni. Y²i

		moyenne Y1				2.88		17.00		variance de Y1						3.99		67.76		49.00		8.31		141.24

		moyenne Y2				5.27		15.00		variance de Y2						5.40		80.93		79.00		27.74		416.07

		moyenne Y3				7.91		22.00		variance de Y3						0.45		9.82		174.00		62.55		1376.18

		moyenne Y4				6.31		13.00		variance de Y4						0.98		12.77		82.00		39.79		517.23

		moyenne Y5				5.36		11.00		variance de Y5						0.78		8.55		59.00		28.77		316.45

																Total		179.8309063486		443.00				2767.17

				Moyenne des variances						2.31		Variance résiduelle ou non expliquée par la régression

				Variance des moyennes						3.22		Variance expliquée par la régression

						total				5.53

				Variance marginale						5.53		Variance totale

		Décomposition de la variance de X

						Xj		n.j								s²		n.j s²		n.j Xj		X²j		n.j X²j

		moyenne X1				1.25		12.00		variance de X1						0.19		2.25		15.00		1.56		18.75

		moyenne X2				5.74		19.00		variance de X2						19.35		367.68		109.00		32.91		625.32

		moyenne X3				5.91		22.00		variance de X3						11.36		249.82		130.00		34.92		768.18

		moyenne X4				6.14		21.00		variance de X4						1.93		40.57		129.00		37.73		792.43

		moyenne X5				5.75		4.00		variance de X5						6.19		24.75		23.00		33.06		132.25

																		685.0738209159		406.00				2336.93

				Moyenne des variances						8.78		Variance résiduelle ou non expliquée par la régression

				Variance des moyennes						2.87		Variance expliquée par la régression

						total				11.65

				Variance marginale						11.65		Variance totale

														covariance entre X et Y								3.50

														correlation								0.44

												rapport de corrélation de X en Y										0.25

												Variance expliquée sur Variance totale

												rapport de corrélation de Y en X										0.58

												Variance expliquée sur Variance totale
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courbesregression

				moyenne Xi		yi

				1.25		1

				5.7368421053		5

				5.9090909091		6

				6.1428571429		8

				5.75		9

																						Valeurs de

				xi		moyenne Yi

				1		2.8823529412

				2		5.2666666667

				6		7.9090909091

				9		6.3076923077

				10		5.3636363636
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courbesregression
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Indices simples ou élémentaires



On considère une grandeur économique 



G



 qui varie dans le temps et qui prend les valeurs 



G



0



, ...,



G



t



aux dates, 



t



 = 0, ... , 



t



 = 



T.



 On appelle indice élémentaire, la grandeur simple définie par le rapport



suivant :



I



G



G



t



t



0



0



=



 avec 



t 



Î



 {0, 1, ...,



T



}



où 



t



 = 0 est la date de référence ou époque de base,



 t



 est la date courante.






Indices simples ou élémentaires On considère une grandeur économique  G  qui varie dans le temps et qui prend les valeurs  G 0 , ..., G t aux dates,  t  = 0, ... ,  t  =  T.  On appelle indice élémentaire, la grandeur simple définie par le rapport suivant :


IGGtt00=


 avec  t 


΋


 {0, 1, ..., T } où  t  = 0 est la date de référence ou époque de base,  t  est la date courante.
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 de réversibilité :
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Les propriétés des indices simples ou élémentaires



Les indices simples ou élémentaires 



I



G



G



t



t



0



0



=



  avec 



t



 



Î



 {0, 1, ..., 



T



}, possédent les propriétés :






Les propriétés des indices simples ou élémentaires Les indices simples ou élémentaires 


IGGtt00=


  avec  t  


Έ


 {0, 1, ...,  T }, possédent les propriétés :




- Indices synthétiques



Soit 



G
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 sont ceux de l'époque courante :



P



w



I



w



g



g



t



i



i



i



n



t



i



i



i



i



n



i



t



i



0



0



1



0



0



1



0



1



1



1



=



=



=



=



=



=



å



å



 







·



 on appelle indice de Fisher 



F



t



0



 la moyenne géométrique simple des indices de Laspeyres et de



Paasche :






- Indices synthétiques Soit  G  (appelée grandeur complexe) un ensemble composé d'éléments simples  g 1 ,  g 2 , ...,  g i , ...,  g n   et soit 
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 la moyenne arithmétique pondérée des indices élémentaires
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, les coefficients de pondérations 
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 sont ceux de l'époque de base  :  
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 on appelle indice de Paasche 
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 la moyenne harmonique pondérée des indices élémentaires
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, les coefficients de pondérations 
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 la moyenne géométrique simple des indices de Laspeyres et de Paasche :




L'indice de Laspeyres des prix est la moyenne arithmétique pondérée des indices partiels de prix
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L'indice de Laspeyres des prix est la moyenne arithmétique pondérée des indices partiels de prix


Ipptitii00=


 la pondération utilisée 


w


p


p


i


i i


i i


i


in 0


0 0


0 0


1


=


=


=


�


 q


 q


 est celle de l'époque de base :  


L wI


p


p


p


p


q


p


t


p i


i


in


t


i


i i t


i


i


i


in


i i


i


in


i


t


i


i


in


i i


i


in


0


0


1


0


0 0


0


1


0 0


1


0


1


0 0


1


= = =


=


=


=


=


=


=


=


=


=


=


�


�


�


�


�


 


 q


 q


 p


 q




L'indice de Paasche des quantités est la moyenne harmonique pondérée des indices partiels de



quantités 



I



q



q



q



q



t



i



t



i



i



i



t



i



0



0



0



1



=



=



 la pondération utilisée 



w



p



p



t



i



t



i



t



i



t



i



t



i



i



i



n



=



=



=



å



 q



 q



1



 est celle de l'époque courante :



P



w



I



q



p



q



q



q



t



q



t



i



i



i



n



t



i



t



i



t



i



i



i



n



t



i



t



i



i



t



i



i



i



n



t



i



t



i



i



i



n



t



i



i



i



i



n



0



1



0



1



0



1



1



0



1



1



=



=



=



=



=



=



=



=



=



=



=



=



=



å



å



å



å



å



 



 p



 q



 p



 p



 q






L'indice de Paasche des quantités est la moyenne harmonique pondérée des indices partiels de quantités 
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Pour un article  i , lae prix est noté  p i  et les quantités achetées de ce même article sont notées  q i   ,   la dépense pour l'année de base et pour l'année courante sont 
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Courbe de régression de X en Y

Valeurs yj

Moyennes Xj

C x/y

1.25

5.7368421053

5.9090909091

6.1428571429

5.75



indices

		

						Prix				(en F/ unité)		Quantités				(en unité)

				Articles i		1990		1992		1994		1990		1992		1994

				pantalon		210		235		255		3		2		3

				chaussure		130		145		152		3		4		3

				chaussettes		12		15		14		15		12		18

				veste		450		465		490		2		2		1

				chemise		275		295		305		5		5		6

		2 - Donner les propriétés des indices simples ou élémentaires.

		Indice élémentaires des prix des cinq articles

												Prix				Quantités

				Articles i		1990		1992		1994		Indices simples 1992/1990		Indices simples 1994/1990		Indices simples 1994/1990

				pantalon		210		235		255		111.90		121.43		100.00

				chaussure		130		145		152		111.54		116.92		100.00

				chaussettes		12		15		14		125.00		116.67		120.00

				veste		450		465		490		103.33		108.89		50.00

				chemise		275		295		305		107.27		110.91		120.00

		3 - Donner un exemple de votre choix pour présenter les propriétés des indices simples ou élémentaires.

						I1990/1992		I1992/1994		multiplication		I1990/1994

				pantalon		89.36		92.16		82.35		82.35

						I1994/1992		I1992/1990		multiplication		I1994/1990

				pantalon		108.51		111.90		121.43		121.43

						1/I990/1994		I1990/1994

				pantalon		121.43		121.43

						I1990/1992		I1992/1994		multiplication		I1990/1994

				pantalon		96.97		111.90		108.51		108.51

		Prix				Prix		Quantités		Epoque de base 1990

		Articles i		I = Indices simples 1994/1990		1990		1990		p0 q0		W = p0 q0/somme(p0 q0)		W * I		pt q0

		pantalon		121.43		210		3		630		0.181294964		22.01		765.00

		chaussure		116.92		130		3		390		0.1122302158		13.12		456.00

		chaussettes		116.67		12		15		180		0.0517985612		6.04		210.00

		veste		108.89		450		2		900		0.2589928058		28.20		980.00

		chemise		110.91		275		5		1375		0.3956834532		43.88		1525.00

										3475		1		113.27		3936.00

				indice Laspeyres des prix						113.27		de 1994 par rapport à 1990

		Quantités				Inverse		Prix		Quantités		Epoque courante 1994

		Articles i		I = Indices simples 1994/1990		1/I		1994		1994		pt qt		W = pt qt/somme(pt qt)		W * I		pt q0

		pantalon		100.00		100.00		255.00		3.00		765		0.20		20.17		765.00

		chaussure		100.00		100.00		152.00		3.00		456		0.12		12.02		456.00

		chaussettes		120.00		83.33		14.00		18.00		252		0.07		5.54		210.00

		veste		50.00		200.00		490.00		1.00		490		0.13		25.84		980.00

		chemise		120.00		83.33		305.00		6.00		1830		0.48		40.21		1525.00

												3793		1.00		103.77		3936.00

														inverse		96.37

				indice de Paasche des quantités								96.37		de 1994 par rapport à 1990

				Multiplication des deux indices						109.15

		Voir tableau ci-dessus

				Numerateur =				3793				Le rapport donne

				Dénominateur =				3475				l'indice des dépenses		109.15

						CETTE QUANTITE REPRESENTE L'INDICE DE DEPENSES DE 1994/1990
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1 - Définir les indices simples ou indices élémentaires. Calculer les indices de prix élémentaires, base 100 en 1990, pour les cinq articles.

4 - Définir les indices synthétiques de Laspeyres, de Paasche et de Fisher des prix et des quantités à partir de la définition de la moyenne arithmétique, de la moyenne harmonique, et de la moyenne géométrique.

5 - Calculer les indices de prix de Laspeyres et de quantités de Paasche.de la « garde robe » de Monsieur Dupont en 1994, base 100 en 1990.

6 - Calculer le produit des deux indices obtenus à la question 5. Que représente cette quantité ? . Donner une définition de l’égalité obtenue. Peut-on trouver une autre forme de ce produit ?

Nous obtenons l’égalité suivante connue sous le nom de réversibilté selon les facteurs :



bidimensionnelle

		X      Y		1		5		6		8		9		ni.				ni. xi		ni. x²i				ni1 xi		ni2 xi		ni3 xi		ni4 xi		ni5 xi				ni1 x²i		ni2 x²i		ni3 x²i		ni4 x²i		ni5 x²i

		1		9		8		0		0		0		17				17		17				9		8		0		0		0				9		8		0		0		0

		2		3		1		9		1		1		15				30		60				6		2		18		2		2				12		4		36		4		4

		6		0		0		2		18		2		22				132		792				0		0		12		108		12				0		0		72		648		72

		9		0		1		10		1		1		13				117		1053				0		9		90		9		9				0		81		810		81		81

		10		0		9		1		1		0		11				110		1100				0		90		10		10		0				0		900		100		100		0

		n.j		12		19		22		21		4		78		Total		406		3022				15		109		130		129		23				21		993		1018		833		157

														Total

		n.j yj		12		95		132		168		36		443				nij xi yj		1		5		6		8		9		Total

		n.j y²j		12		475		792		1344		324		2947				1		9		40		0		0		0		49

																		2		6		10		108		16		18		158

		n1j yj		9		40		0		0		0		49				6		0		0		72		864		108		1044

		n2j yj		3		5		54		8		9		79				9		0		45		540		72		81		738

		n3j yj		0		0		12		144		18		174				10		0		450		60		80		0		590

		n4j yj		0		5		60		8		9		82				Total		15		545		780		1032		207		2579

		n5j yj		0		45		6		8		0		59

																		distribution marginales

		n1j y²j		9		200		0		0		0		209				moyenne X				5.2051282051		variance X				11.6502301118		ecart-type X				3.41

		n2j y²j		3		25		324		64		81		497				moyenne Y				5.6794871795		variance Y				5.5254766601		ecart-type Y				2.35

		n3j y²j		0		0		72		1152		162		1386

		n4j y²j		0		25		360		64		81		530

		n5j y²j		0		225		36		64		0		325

		distributions conditionnelles de X liée par Y																								distributions conditionnelles de Y liée par X

		moyenne X1				1.25				moment d'ordre 2 de X1								1.75								moyenne Y1						2.88				moment d'ordre 2 de Y1						12.29

		moyenne X2				5.74				moment d'ordre 2 de X2								52.26								moyenne Y2						5.27				moment d'ordre 2 de Y2						33.13

		moyenne X3				5.91				moment d'ordre 2 de X3								46.27								moyenne Y3						7.91				moment d'ordre 2 de Y3						63.00

		moyenne X4				6.14				moment d'ordre 2 de X4								39.67								moyenne Y4						6.31				moment d'ordre 2 de Y4						40.77

		moyenne X5				5.75				moment d'ordre 2 de X5								39.25								moyenne Y5						5.36				moment d'ordre 2 de Y5						29.55

		variance de X1				0.19				écart-type X1				0.43												variance de Y1						3.99				écart-type Y1				2.00

		variance de X2				19.35				écart-type X2				4.40												variance de Y2						5.40				écart-type Y2				2.32

		variance de X3				11.36				écart-type X3				3.37												variance de Y3						0.45				écart-type Y3				0.67

		variance de X4				1.93				écart-type X4				1.39												variance de Y4						0.98				écart-type Y4				0.99

		variance de X5				6.19				écart-type X5				2.49												variance de Y5						0.78				écart-type Y5				0.88

		Décomposition de la variance de Y

						Yi		ni.								s²		ni. s²		ni. Yi		Y²i		ni. Y²i

		moyenne Y1				2.88		17.00		variance de Y1						3.99		67.76		49.00		8.31		141.24

		moyenne Y2				5.27		15.00		variance de Y2						5.40		80.93		79.00		27.74		416.07

		moyenne Y3				7.91		22.00		variance de Y3						0.45		9.82		174.00		62.55		1376.18

		moyenne Y4				6.31		13.00		variance de Y4						0.98		12.77		82.00		39.79		517.23

		moyenne Y5				5.36		11.00		variance de Y5						0.78		8.55		59.00		28.77		316.45

																Total		179.8309063486		443.00				2767.17

				Moyenne des variances						2.31		Variance résiduelle ou non expliquée par la régression

				Variance des moyennes						3.22		Variance expliquée par la régression

						total				5.53

				Variance marginale						5.53		Variance totale

		Décomposition de la variance de X

						Xj		n.j								s²		n.j s²		n.j Xj		X²j		n.j X²j

		moyenne X1				1.25		12.00		variance de X1						0.19		2.25		15.00		1.56		18.75

		moyenne X2				5.74		19.00		variance de X2						19.35		367.68		109.00		32.91		625.32

		moyenne X3				5.91		22.00		variance de X3						11.36		249.82		130.00		34.92		768.18

		moyenne X4				6.14		21.00		variance de X4						1.93		40.57		129.00		37.73		792.43

		moyenne X5				5.75		4.00		variance de X5						6.19		24.75		23.00		33.06		132.25

																		685.0738209159		406.00				2336.93

				Moyenne des variances						8.78		Variance résiduelle ou non expliquée par la régression

				Variance des moyennes						2.87		Variance expliquée par la régression

						total				11.65

				Variance marginale						11.65		Variance totale

														covariance entre X et Y								3.50

														correlation								0.44

												rapport de corrélation de X en Y										0.25

												Variance expliquée sur Variance totale

												rapport de corrélation de Y en X										0.58

												Variance expliquée sur Variance totale
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courbesregression

				moyenne Xi		yi

				1.25		1

				5.7368421053		5

				5.9090909091		6

				6.1428571429		8

				5.75		9

																						Valeurs de

				xi		moyenne Yi

				1		2.8823529412

				2		5.2666666667

				6		7.9090909091

				9		6.3076923077

				10		5.3636363636
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courbesregression

		



Valeurs de xi

Moyennes Yi

Courbe de régression de Y en X

C y/x
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Courbe de régression de X en Y

Valeurs yj

Moyennes Xj

C x/y
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Indices simples ou élémentaires



On considère une grandeur économique 



G



 qui varie dans le temps et qui prend les valeurs 



G



0



, ...,



G



t



aux dates, 



t



 = 0, ... , 



t



 = 



T.



 On appelle indice élémentaire, la grandeur simple définie par le rapport



suivant :



I



G



G



t



t



0



0



=



 avec 



t 



Î



 {0, 1, ...,



T



}



où 



t



 = 0 est la date de référence ou époque de base,



 t



 est la date courante.






Indices simples ou élémentaires On considère une grandeur économique  G  qui varie dans le temps et qui prend les valeurs  G 0 , ..., G t aux dates,  t  = 0, ... ,  t  =  T.  On appelle indice élémentaire, la grandeur simple définie par le rapport suivant :


IGGtt00=


 avec  t 


΋


 {0, 1, ..., T } où  t  = 0 est la date de référence ou époque de base,  t  est la date courante.




·



 d'enchainement :



I



I



I



I



G



G



G



G



G



G
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t



t



t



t



t



t



t



t



t
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0



1



1



2



1
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1



1
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1



0



0



=



´



´



´



=



´



´



´



=



-



-



-



-



-



-



.



.



.



.



.



.



 avec



 t



 



Î



 {0, 1, ..., 



T



}






� d'enchainement :


IIIIG G G G G G G G tttttttttt011210112100=���=���=------......


 avec  t  


�


 {0, 1, ...,  T }




·



 de réversibilité :



 



I



I



G



G



G



G



t



t



t



t



0



0



0



0



1



1



=



=



=



 avec 



t 



Î



 {0 1, ..., 



T



}






� de réversibilité :  


IIG G G G tttt000011===


 avec  t 


�


 {0 1, ...,  T }




·



 de circularité :



I



I



I



G



G



G



G



G



G



t



t



t



t



t



t



t



t



0



0



0



0



=



´



=



´



=



¢



¢



¢



¢



  avec 



t 



Î



 {0, 1, ..., 



T



} et  



t'



 



Î



 {0, 1, ..., 



T



}






� de circularité :


IIIG G G G G G tttttttt0000=�=�=����


  avec  t 


�


 {0, 1, ...,  T } et   t'  


�


 {0, 1, ...,  T }




Les propriétés des indices simples ou élémentaires



Les indices simples ou élémentaires 



I



G



G



t



t



0



0



=



  avec 



t



 



Î



 {0, 1, ..., 



T



}, possédent les propriétés :






Les propriétés des indices simples ou élémentaires Les indices simples ou élémentaires 


IGGtt00=


  avec  t  


Έ


 {0, 1, ...,  T }, possédent les propriétés :




- Indices synthétiques



Soit 



G



 (appelée grandeur complexe) un ensemble composé d'éléments simples 



g



1



, 



g



2



, ..., 



g



i



, ..., 



g



n



 



et



soit 



w



t



i



 



un nombre (appelé coefficient de pondération) permettant de mesurer l'importance relative de



l'élement 



g



i



 



dans



 G 



à la date



 t



, tel que pour t 



Î



 {1....T} avec :



=



1



n



i



W



t



i



1



on définit les indices synthétiques suivants :



·



 on appelle indice de Laspeyres 



L



t



0



 la moyenne arithmétique pondérée des indices élémentaires



I



g



g



t



i



t



i



i



0



0



=



, les coefficients de pondérations 



w



i



0



 sont ceux de l'époque de base  :
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i



n



t



i
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0



0



1



0



0



1



0



=



=



=



=



=



=



å



å



 







·



 on appelle indice de Paasche 



P



t



0



 la moyenne harmonique pondérée des indices élémentaires



I



g



g



g



g



t



i



t



i



i



i



t



i



0



0



0



1



=



=



, les coefficients de pondérations 



w



t



i



 sont ceux de l'époque courante :



P
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å



å



 







·



 on appelle indice de Fisher 



F



t



0



 la moyenne géométrique simple des indices de Laspeyres et de



Paasche :






- Indices synthétiques Soit  G  (appelée grandeur complexe) un ensemble composé d'éléments simples  g 1 ,  g 2 , ...,  g i , ...,  g n   et soit 


wti


  un nombre (appelé coefficient de pondération) permettant de mesurer l'importance relative de l'élement  g i   dans  G  à la date  t , tel que pour t  �  {1....T} avec :


=1


n


i


W


t


i


1


on définit les indices synthétiques suivants :


�


 on appelle indice de Laspeyres 


L


t


0


 la moyenne arithmétique pondérée des indices élémentaires


Iggtitii00=


, les coefficients de pondérations 


wi0


 sont ceux de l'époque de base  :  


LwIwggtiiintiiiintii0010010======� �  





�


 on appelle indice de Paasche 


Pt0


 la moyenne harmonique pondérée des indices élémentaires


Iggggtitiiiti0001==


, les coefficients de pondérations 


w


ti sont ceux de l'époque courante :


PwIwggtiiintiiiiniti0010010111======� �  





�


 on appelle indice de Fisher 


Ft0


 la moyenne géométrique simple des indices de Laspeyres et de Paasche :




L'indice de Laspeyres des prix est la moyenne arithmétique pondérée des indices partiels de prix
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 est celle de l'époque de base :
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L'indice de Laspeyres des prix est la moyenne arithmétique pondérée des indices partiels de prix


Ipptitii00=


 la pondération utilisée 
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i i
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L'indice de Paasche des quantités est la moyenne harmonique pondérée des indices partiels de



quantités 
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 la pondération utilisée 
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1



 est celle de l'époque courante :
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L'indice de Paasche des quantités est la moyenne harmonique pondérée des indices partiels de quantités 
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Pour un article 



i



, lae prix est noté 



p



i



 et les quantités achetées de ce même article sont notées 



q



i



 



,



 



la



dépense pour l'année de base et pour l'année courante sont 



d



p
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0



0
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 .On définit



l’indice de dépense D



t/0



 de l’année courante t à la date de référence 0 :
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Pour un article  i , lae prix est noté  p i  et les quantités achetées de ce même article sont notées  q i   ,   la dépense pour l'année de base et pour l'année courante sont 


dpqiii000= 


 et 


dpqtititi= 


 .On définit l’indice de dépense D t/0  de l’année courante t à la date de référence 0 :
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