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III.45

SECTION 6 : 
L’AJUSTEMENT LINEAIRE 



LA REGRESSION LINEAIRE SIMPLE

P.N. : Hypothèses de départ
Pour les N cas (individus), on a observé un couple de valeurs (xi, yi), i = 1, …, N qui peuvent présenter a priori un lien entre elles.

Il est possible de représenter graphiquement les couples d’observations dans un diagramme de dispersion ou nuage de points dont la forme nous renseigne sur la nature de la liaison entre les deux variables. (Voir les exemples graphiques supra.)

Autres exemples graphiques

Graphique III.7 : relation ente le degré d’utilisation des capacités de production et le nombre de CCI : Belgique 1963 - 1982
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 Graphique III.8 : relation ente le degré d’utilisation des capacités de production et le nombre de CCI : Belgique 1963 - 1968
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[image: image3.wmf]Graphique III.9  : Relation Pib - Consommation finale des ménages

Belgique 1995 -2001 (données trimestrielles)

source BNB : http://www.nbb.be/belgostat/
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A. Principes de l’ajustement linéaire

1. Ajuster une droite la plus proche de tous les points du graphique.
2. Donc, choisir une mesure de la distance entre les points observés et la droite.
3. Quatre mesures sont habituellement proposées :
a. Les écarts en valeur absolue : 
Rarement utilisés vu la difficulté du calcul.
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La distance orthogonale : la somme des carrés des écarts mesurés perpendiculairement à la droite ajustée, d°. Peu pratique.
c. La distance horizontale : la somme des carrés des écarts mesurés horizontalement à la droite ajustée, dh.
d. [image: image93.wmf] 
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La distance verticale : la somme des carrés des écarts mesurés verticalement à la droite ajustée, dv.
B. L’ajustement linéaire en cas d’utilisation de la distance verticale

P.N. : Le lien entre la valeur yi, observée pour l’individu i, et la valeur xi observée pour ce même individu i sera noté (i, i = 1, …, N :

yi = a + b xi + ei

avec ei : l’écart vertical entre la coordonnée d’ordonnée du couple (xi, yi) et la droite ajustée et

a et b des paramètres dont on cherche la valeur.

Donc si les paramètres a et b prennent une valeur permettant un ajustement parfait, ei = 0 (i, i = 1, …, N. 

Dans ce dernier cas de relation parfaite, la valeur calculée (« théorique ») de yi, notée yi, vaudrait :

yi = a + b xi  

et donc, généralement,   ei = yi - yi 
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Graphique III.10 : exemple

Dans cet exemple, e1 >0 et e2 < 0.

a) Le calcul des paramètres a et b : 

la régression linéaire simple par la méthode des moindres carrés.

On cherche à minimiser la somme des carrés des écarts entre yi et yi.
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Les conditions du 1er ordre : les équations normales :

Il faut donc que :
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donc que 
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 donc que 
[image: image8.wmf]²

x

b.

 

 

x

a

 

 

x

y

 

N

1

i

i

N

1

i

i

N

1

i

i

i

å

å

å

=

=

=

+

=


On notera a et b les valeurs de a et b qui solutionnent les équations normales.

Si 
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, on a :  a = 
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 - b. 
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En substituant ce résultat dans la seconde équation :
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Ces valeurs calculées de a et b pour les paramètres a et b définissent donc la droite de régression ou droite des moindres carrés de la variable y sur la variable x. 

Elle est parfois notée, à l’instar des courbes de régression, Dy/x.

Intercept

Dy/x :  y = (
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Pente
Puisque a = 
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 - b. 
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, on a  
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= a + b. 
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, donc G, le centre de gravité , ( Dy/x (la droite de régression passe par le centre de gravité).

b) Interprétation d’une droite de régression et exemples.

La droite de régression permet de préciser la relation linéaire qui (peut) existe(r) entre les variables x et y.

En particulier, l’intercept a et la pente b ont souvent un sens précis qui exprime le lien tendanciel entre les deux variables.

Exemple 1 : la fonction de consommation macroéconomique

Soit :
yi : la consommation mensuelle du ménage i (en k€) ;


xi : le revenu mensuel du ménage i (en k€).

Si pour une population donnée de ménages, la droite de régression entre y et x s’écrit (à l’exception des écarts) : yi = 0,4 + 0,7. xi , on peut dire, entre autres, qu’en moyenne :

· un accroissement de 100 € du revenu fait augmenter la consommation de 70 €. b représente la propension marginale à consommer.

· Les ménages qui disposent d’un revenu mensuel de 2.000 € consomment pour 0,4 + (0,7 . 2) = 1,8 k€ par mois.

Exemple 2 : l’âge des époux 

On a précédemment calculé les valeurs des paramètres suivants (voir exemples supra) : xy = 19,70 ; ²x = 29,64 ; 
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 = 24,56 et 
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= 22,35.

Donc b = 
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= 19,70 / 29,64 = 0,665

et a = 
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 - b. 
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 = 22,35 – (0,65 . 24,56) = 6,018 ,

donc yi = a + b.xi  = 6,018 + 0,665. xi.

On peut donc dire, qu’en moyenne, à la date de son mariage, l’épouse est âgée de 6 ans de plus que les deux-tiers de l’âge de son époux.

N. B. : Dans ce cas particulier de données regroupées en classes, il n’est pas conseillé de représenter graphiquement le nuage de points avec la droite de régression qui s’ y rapporte.

Exemple 3 : une estimation macroéconométrique 


[image: image31.wmf]Graphique III.9  : Relation Pib - Consommation finale des ménages

Belgique 1995 -2001 (données trimestrielles)

source BNB : http://www.nbb.be/belgostat/
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c) Régression et corrélation linéaire.

Comparons b et  : b = 
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d) Décomposition de la variance :

yi = a + b xi + ei

avec ei : le résidu = yi – (a + b xi) : soit la partie de yi non « expliquée » par la relation linéaire calculée entre yi et xi.
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donc les écarts positifs et négatifs se compensent et 
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Preuve : 
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Divisant les deux membres de [1] par N, on obtient : y² = y² + e² c’est-à-dire que la variance de y est égale à la variance « expliquée » plus la variance résiduelle.

e) Le coefficient de détermination :

Si y² = y² + e², alors 1 = y²/y² + e²/y² donc le rapport y²/y² mesure la part de la variance de y « expliquée » par la relation linéaire « la mieux ajustée » (selon le critère des moindres carrés) entre x et y.

Ce rapport y²/y² est compris entre 0 et 1 : plus il est proche de 1, plus la variance résiduelle (partie non expliquée de la variance de y) est proche de 0, plus la droite de  régression est mieux ajustée.

Le rapport y²/y² est appelé le coefficient de détermination et est égal à ².

Preuve : yi = a + b xi  (i, i = 1, …, N 

donc y² = b².x² or b = .
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)².x² = ².y², donc y²/y² = ².
Exemple : l’âge des époux :  = 0,70 donc ² = 0,49.

Ce qui signifie que près de la moitié de la variance de l’âge des épouses (à la date de leur mariage) est « expliquée » par la relation linéaire reliant l’âge des épouses à celui de leur époux (y = 6,018 + 0,665 x), l’autre moitié est résiduelle.

f) Linéarisation de modèles non linéaires :

P.N. : il existe des techniques de régressions non linéaires, mathématiquement plus difficiles et moins générales.

Principe : réaliser une anamorphose, c’est-à-dire produire un modèle linéaire par un changement de variable(s) adéquat.

La fonction puissance : 

Y = BxB et  étant des constantes. Donc ln y = ln B +  ln x.

Posons y’ = ln y,  = ln B et x’ = ln x ; donc y’ =  +  x’ (droite avec pente )

Ici  peut être interprété comme l’élasticité de la fonction (isoélastique) originale.

La fonction exponentielle : 

Y = BexB et  étant des constantes. Donc ln y = ln B + x.

Posons y’ = ln y et  = ln B ; donc y’ =  +  x (droite avec pente )

La fonction exponentielle est particulièrement utile dans le calcul des taux de croissance (voir infra Partie 2).

En effet, on ajuste souvent une variable par rapport au temps pour décrire son évolution (pas expliquer). Dans ce cas, la fonction exponentielle s’écrit :

Y = Betet, après anamorphose : y’ =  +  t

Avec 
 = taux de croissance instantané constant et

 = ln y0, avec y0 = y quand t = 0, la valeur d’amorçage.
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Graphique III.9  : Relation Pib - Consommation finale des ménages
Belgique 1995 -2001 (données trimestrielles)
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PIB_cons_def

		Périodes		Sélection1

						Dépenses de consommation finale privée		Produit intérieur brut aux prix du marché

		3/31/01				1376		2545

		12/31/00				1354		2520

		9/30/00				1340		2482

		6/30/00				1330		2466

		3/31/00				1317		2456

		12/31/99				1289		2413

		9/30/99				1269		2375

		6/30/99				1252		2332

		3/31/99				1245		2303

		12/31/98				1237		2277

		9/30/98				1230		2279

		6/30/98				1222		2278

		3/31/98				1211		2248

		12/31/97				1192		2228

		9/30/97				1180		2203

		6/30/97				1165		2171

		3/31/97				1158		2125

		12/31/96				1146		2119

		9/30/96				1131		2089

		6/30/96				1129		2068

		3/31/96				1121		2052

		12/31/95				1112		2047

		9/30/95				1104		2032

		6/30/95				1095		2026

		3/31/95				1088		2029

		12/31/94				1086		1995

		9/30/94				1076		1952

		6/30/94				1065		1943

		3/31/94				1054		1903

		12/31/93				1040		1891

		9/30/93				1027		1871

		6/30/93				1019		1849

		3/31/93				1008		1819

		12/31/92				1010		1815

		9/30/92				1008		1829

		6/30/92				1009		1806

		3/31/92				997		1824

		12/31/91				987		1772

		9/30/91				976		1744

		6/30/91				958		1713

		3/31/91				944		1679

		12/31/90				929		1688

		9/30/90				917		1647

		6/30/90				909		1632

		3/31/90				902		1629

		12/31/89				886		1601
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Graphique III.9  : Relation Pib - Consommation finale des ménages
Belgique 1995 -2001 (données trimestrielles)
source BNB : http://www.nbb.be/belgostat/
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