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Statistiques

1 - généralités : quelques problèmes que traitent les statistiques

L’objectif du psychologue est d’étudier des caractéristiques d’une population, de comparer les performances de populations de nature différente, etc. le problème de l’expérimentateur est que l’on n’a pas accès à la totalité des membres d’une population donnée et que l’on doit se contenter d’échantillons de taille limitée. Divers problèmes peuvent se poser, par exemple :

1) - Si l’on connaît la moyenne des résultats d’un test quelconque effectué sur un échantillon, avec quelle fourchette d’erreur peut-on estimer la moyenne des résultats de la population totale ?  

2) - Si l’on prend des sujets de même niveau mais d’âge différent, les jeunes ont-ils les mêmes performances que les vieux ?

3) - On dispose d’un échantillon donné d’enfants auxquels on pose deux questions :

· Q1 : As-tu peur du loup ? 

· Q2 : As-tu peur lorsque ta mère n’est pas là ? 

Existe t-il un lien entre ces deux questions ? 

Il existe divers tests statistiques qui permettent de traiter ces différentes questions.

2 – Données et variables

Chacune des caractéristiques que l’on recueille au niveau d’une population à des fins d’étude s’appelle “ variable ” ; on lui donne également les noms d’ “ attribut ” ou de “ caractère ”. Toute variable peut prendre diverses éventualités - état ou valeurs - : on parle alors de variables qualitatives ou quantitatives. Chacune des éventualités est appelée “ modalité ”. Ainsi la variable sexe peut prendre deux états différents, M ou F. La variable quantitative note peut prendre 21 modalité (0, 1,2,….., 20) ; lorsque les modalités sont numériques, on parle de valeurs.

Les modalités d’une variable ne sont pas quelconques, mais soumises à deux contraintes ; ces modalités sont ainsi : 

- exhaustives : tout objet mesuré doit se retrouver dans au moins une des modalités possibles de la variable ;
- exclusives : tout objet mesuré doit se retrouver dans au plus une des modalités de la variable.

3. La mesure et ses échelles 

Quand on parle de mesure, une question essentielle se pose : l’adéquation entre les propriétés  des nombres et les propriétés de la variable étudiée (ex : anxiété et nb de cigarettes fumées ?). 

3.1. Les échelles de mesure

On distingue trois types d’échelles de mesure :

1 - Les échelles nominales qui ne comportent pas de structure mathématique reliant entre elles les modalités de la variable.

2 - Les échelles ordinales dans laquelle les modalités de la variable sont reliées par une relation d’ordre ; il existe deux types d’échelle ordinale selon que les unités statistiques sont réparties dans des classes ordonnées (mauvais/moyen/bon) ou rangées selon un classement.

3 – Les échelles quantitatives, d’intervalles, ou numériques dans lesquelles on peut fixer une valeur à l’intervalle séparant deux modalités consécutives de la variable. Les opérations arithmétiques sont ici licites. 

La structure des échelles qui en résulte peu résumée comme suit.

· Echelles nominales 


A = B ou A ≠ B (identiques ou différents).

· Echelles ordinales


A > B> C ; A < B < C (plus grand, plus petit).

· Echelles d’intervalles  

A – B = C –  D (intervalles égaux).

3.2. Choix d’une échelle de mesure

A – Exemple

La note totale au bac est considérée comme une échelle d’intervalles, mais :

- on peut transformer les notes des élèves d’une classe en classement on a alors une échelle ordinale;

- on peut ne retenir que les catégories “recalé”, “reçu”, “reçu à l’oral”, “mention passable”, “mention assez bien”, “mention bien”, “mention très bien”. on a alors une échelle en classes ordinales. 

- on peut ne retenir que les catégories reçus et recalés : les données sont sous la forme d’une échelle nominale dichotomique.

B – Application

Question : connaître l’opinion des étudiants quant à l’opportunité d’ouvrir (aux volontaires) l’université le dimanche. Déterminer les différentes échelles de réponse possibles.  

Donner votre opinion sur cette proposition selon les classifications :

1) pas du tout favorable ; 2) peu favorable ; 3) moyennement favorable ; 4) très favorable ; 5) tout à fait favorable.

Les cinq modalités de réponse constituent un “ordre” : on a alors une échelle ordinale. 

Si l’on introduit les modalités supplémentaires : a) sans opinion ou b) je ne sais pas, aucune de ces modalités ne peut trouver de place dans l’échelle d’intensité précédente. L’ensemble des réponses forme alors une échelle nominale.  

4. La distribution numérique

La distribution numérique (continue) d’une population P de taille (N) va être caractérisée par deux grandeurs :

· La moyenne
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· La variance 
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· L’écart type 
 σ = 
[image: image5.wmf](

)

å

=

-

N

i

i

X

X

N

1

2

1


On appelle “ écart quadratique moyen ”ou “ écart type ” la quantité σ.

Le coefficient de variation est le quotient de l’écart type par la moyenne multiplié par 100 :

C. V. = 
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 le C. V., qui s’exprime en % donne une idée de la dispersion de la distribution. 

4.1. La distribution normale

La distribution normale est représentée par la fonction : 






y  =  
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Elle se caractérise par une moyenne et un écart type égaux tous deux à l’unité (µ = σ  = 1).

Le facteur 
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 provient du fait que la fonction doit être normée pour que la somme des fréquences d’apparition des valeurs de la variable soit égale à l’unité :
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Dans cette distribution, 95 % des valeurs prise par la variable y se trouvent à l’intérieur de l’intervalle [-2σ, + 2σ ].
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Le problème de tout expérimentateur est l’impossibilité de travailler sur l’ensemble d’une population ; il doit avoir alors recours à un échantillon de taille réduite dont on peut calculer la moyenne et l’écart type par les relations :

· mech = 
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· sech  =
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les quantités N et N-1 désignant respectivement la taille et le degré de liberté de l’échantillon.

Les quantités mech et sech constituent  des estimations de la moyenne µ et de l’écart type σ de
la population, qui, eux demeurent inconnus. Le problème de l’expérimentateur est alors de connaître la fourchette dans laquelle s’inscrit la moyenne de la variable pour la population, ou avec quelle précision on peut l’estimer. Deux cas de figures sont à considérer, celui des grands échantillons (N ≥ 30) pour lesquels s’applique la loi normale et ceux des petits échantillons (N ≤ 30) pour lesquels on doit avoir recours à la loi de Student.

4.2. Estimation de fourchettes d’une valeur moyenne d’un échantillon de dimension N

1 – Cas des grands échantillons

On démontre que 95 % des valeurs de la moyenne d’échantillons de taille N tiré au hasard dans une population de moyenne  µ et d’écart type σ sont comprises dans la fourchette :  

mech – 1,96 
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 ≤  µ  ≤  mech + 1,96 
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2 – Cas des petits échantillons 

On démontre alors qu’au risque de α , c’est à dire avec une probabilité de (1 – α), la valeur de la moyenne de la population est comprise dans la fourchette :  

mech – tαddl 
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 ≤  µ  ≤  mech + tαddl 
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Exemples d’application 

1 – Cas des grands échantillon : Test de Wechsler
On soumet 31 sujets au tes d’intelligence de Wechsler et l’on obtient les résultats suivants :

· mech
=  9,8 ;

sech = 2,6


La fourchette moyenne de la population µ à la probabilité de 95 % est de :

  

µ = 9,8 ± 1,96 
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, soit  µ = 9,8 ± 0,9 ou : 8,9 ≤ µ ≤ 10,7

2- Cas des petits échantillons : 

soit un échantillon de dimension 5 dont la moyenne µ est 10 et l’estimation de l’écart type s a une valeur de 3,4.

Le degré de liberté de l’échantillon est N – 1 = 4. Pour une probabilité de 95 %, soit avec un risque de 5 %  (0,05), la table de la loi de Student donne t0,054 = 2,776 au lieu de 1,96 pour la loi normale, d’où :



 
µ = 10 ± 2,776 
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3 – Cas de variables qualitatives d’échelles nominales : la variable dichotomique
Une variable dichotomique ne peut prendre que deux valeurs, par exemple : oui et non 

Pour un tel item à deux modalités, si on désigne par p et 1 – p les pourcentages de réponses des sujets de l’échantillon, alors :

· l’analogue de m est p

· l’analogue de s2 est p(1- p), la dispersion.    

Application : la persévération dans un test de Rorschah
Question le sujet présente t-il le signe de persévération dans ce test ?

L’échantillon comprend 50 cas (50 épileptiques) avec 20 “oui” et 30 “non”.

On a : p = 0,4 et 1 – p = 0,6 : Quel est le pourcentage π qui règne dans la population et quelle en est la fourchette ? A la probabilité de 95 %, on a :

π  = p ± 1,96 
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soit : π  = 0,4 ± 1,96 
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= 0,4 ± 0,14 ; soit :  26 % ≤ π ≤ 54 %.

N.B. : Pour que la formule soit valable la condition,  N 
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 π ≥ 5 doit être remplie. Cette condition signifie que la taille de l’échantillon par rapport au pourcentage de l’événement considéré dit être suffisamment grande.

4 - Comparaison de deux moyennes de populations (échantillons indépendants)
On doit d’abord se référer à l’hypothèse nulle que l’on va construire mathématiquement en tirant au hasard et séparément un grand nombre de nombres dans deux urnes contenant la même structure numérique. On a alors par construction : 


µ1 = µ2  




σ1 = σ2
La valeur la plus probable de la différence des moyennes des échantillons d = m1 – m2 = 0. 

La variance de d est : 

σ2d = σ2/N1 + σ2/N2, où σ2 est la variance de la structure. 
Et dans 95 % des jeux :

[image: image36.wmf]d

d

s

≤ 1,96×σd , que l’on écrit :


P = 0,95 
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1) – Etude des réponses de deux populations au test de vocabulaire de Binois-Pichot : 

Echantillon N° 1 : Sujets BAC [20 - 24] ans : N1 = 100 ; m1 = 32 ; SCEM1 = 4851

Echantillon N° 2 : Sujets BAC [20 - 24] ans : N2 = 100 ; m2 = 32 ; SCEM2 = 4851

On suppose vraie l’hypothèse nulle : µ1 = µ2. On aurait donc 2 échantillons indépendants d’une même structures. Dans ce cas on montre que l’estimation de la variance (σ2) de cette structure vaut : 





 s2  = 
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Où la quantité N1 + N2 – 2 est le degré de liberté de la structure.

Dans l’exemple, on obtient :   s2  = 
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Le T de Student vaut alors :
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L’hypothèse nulle au risque de 5 % est correcte : les moyennes des 2 populations sont égales.

2) – Cas des petits échantillons (N1 ou N2 < 30)


Echantillon hommes : {1, 6, 9, 6, 8}



NH = 5 ; 
NF = 7 ;  







       On a :
mH = 6,0 ;
mF = 10,0 ;

Echantillon femmes :  {7, 9, 12, 15, 8, 10, 9}

SCEMH = 38 ;
SCEMF = 44

s2  = 
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= 2,38 ≥ 2,228  qui est le tαddl  de Sudent pour un d.d.l. de 10.

Au risque de 5 %  µH ≠ µF ; la différence des moyennes mH et mF est significative (5 %).

3 - Comparaison d’une moyenne expérimentale à une moyenne théorique 

Test du kinésimètre de Michotte : déplacer, les yeux bandés, le curseur d’une règle graduée  jusqu’à une distance de 50 cm.

L’échantillon est constitué de 30 résultats d’essai ; le moniteur de l’expérience étant muet, les 30 essais sont indépendants les uns des autres. Par construction, la moyenne de la population est  µ = 30 cm si le sujet est parfaitement calé grâce à une maîtrise de son geste.

Observations : 

N = 30 essais ; 
m = 52 cm ;
SCEM = 2439 ; 
s2 = 
[image: image50.wmf]29
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L’écart type par rapport à a moyenne est s = 9 cm. On applique le principe de la fourchette de la moyenne au risque de 5% :
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L’hypothèse, la moyenne vraie du sujet est 50 cm, est correcte.

4 - Comparaison de deux moyennes d’échantillons appariés

Examen de 7 patients traités à l’A.C.T.H. : l’échelle de mesure est l’hypomanie du test MMPI

	Sujet N°
	1
	2
	3
	4
	5
	6
	7

	Score avant traitement
	41
	43
	45
	45
	50
	44
	57

	Score après traitement
	42
	45
	48
	49
	52
	45
	58

	Différence d
	+1
	+2
	+3
	+4
	+2
	+1
	+1

	(d –md)
	-1
	0
	+1
	+2
	0
	-1
	-1

	(d –md)2
	1
	0
	1
	2
	0
	1
	1


 Pour N = 7 ; 
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L’hypothèse nulle H0 est µd = 0 (sur toute la population, le bilan serait nul). On utilise un T de 

Student : au risque de 5 % sous H0, on a : 
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Dans l’exemple : Nd = 7 ; md = 2 ;


sd2 = 
[image: image57.wmf]33

,

1

6

8

1

=

=

-

d

d

N

SCEM



[image: image58.wmf]T

= 
[image: image59.wmf]436

,

0

2

7

33

,

1

2

=

= 4,58 ≥ 2,447

L’hypothèse nulle est rejetée : Le traitement à l’A.C.T.H. a une influence sur l’hypomanie.

5 - Le test du χ2  (chi2)

Ce test permet de comparer :

· Des effectifs observés à des effectifs théoriques (2 effectifs différents) ;

·  Deux pourcentages d’échantillons indépendants ;

· L’indépendance de deux variables qualitatives dichotomiques, ou ayant NL et NCc modalités de réponses avec un d.d.l. de (NL – 1)×(NC – 1).


1 – Comparaison d’effectifs observés à des effectifs théoriques

Une pathologie comprenant 20 cas, 5 femmes et 15 hommes. La modélisation a consisté à tirer 20 boules dans une urne remplie en nombre égal de boules blanches (femmes) et de boules noires (hommes). Le tirage de 20 boules a donné le résultat ci-dessous :

	
	Hommes
	Femmes
	Total

	Effectifs observés
	15
	5
	20

	Effectifs théoriques
	10
	10
	20 (le plus probable)

	(Eobs – Eth)2
	25
	25
	

	(Eobs – Eth)2/Eth
	2,5
	2,5
	5


Le total de la dernière ligne du tableau s’appelle le χ2 observé dans l’expérience. On démontre qu’en prélevant systématiquement des échantillons de taille fixée dans une telle urne et en calculant à chaque fois le χ2, on a 95 fois sur 100 : χ2 ≤ 3,841.

Ceci résulte de l’existence d’une loi du χ2 à 2 couleurs ou 2 –1 = 1 degré de liberté.  

Conclusion : χobs2 > χth2, on rejette l’hypothèse de l’équiprobabilité de maladie pour l’homme et la femme.

2 – Comparaison de deux pourcentages d’échantillons indépendants

La probabilité du signe de persévération est-elle plus élevée chez les épileptiques, compte tenu du tableau d’observations ci-dessous ?

	Signe de persévération
	Oui
	Non
	Total ligne
	

	1) Sujets épileptiques
	20
	30
	50
	p1 = 0,40

	2) Sujets normaux
	20
	130
	150
	p2 = 0,13

	Total colonne
	40
	160
	200
	


Hypothèse nulle : la probabilité du signe de persévération est la même chez les deux populations. On calcule le tableau correspondant de la manière suivante :

Tableau théorique correspondant à l’hypothèse nulle

	Signe de persévération
	Oui
	Non
	Total ligne
	

	1) Sujets épileptiques
	10
	40
	50
	p1 = 0,20

	2) Sujets normaux
	30
	120
	150
	p2 = 0,20

	Total colonne
	40
	160
	200
	


Pour l’hypothèse nulle, le nombre inscrit dans la case oui pour les sujets épileptiques est donné par la relation suivante :
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, où : 

Ni0 ets la somme des effectifs de la ligne i 

N0j ets la somme des effectifs de la colonne j.

Il en est de même pour les autres cases, mais leur contenu peut être obtenu par simple différence, compte tenu de ce que le degré de liberté du système est de 1.

N.B. : en remarquant que le nombre d’épileptique représente ¼ du nombre total des sujets soumis à l’expérimentation on peut obtenir le même résultat par une simple règle de trois.  
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On calcule l’écart entre le tableau observé et le tableau théorique : 

χobs2 = 
[image: image62.wmf](

)

(

)

(

)

(

)

120

120

130

30

30

20

40

40

30

10

10

20

2

2

2

2

-

+

-

+

-

+

-

= 16,66

Pour un d.d.l. de 1, on a χobs2 = 16,66 ≥ χth2= 10,827 au risque très faible de 0,001
Conclusion : l’écart entre sujets épileptiques et sujets normaux est très significatif.

3 - Test de l’indépendance de deux variables qualitatives dichotomiques

Q1 est le sexe du sujet : M / F

Q2 est la question d’opinion A / D  (Accord / Désaccord)

L’échantillon est constitué de N = 300 sujets comprenant 100 hommes et 200 femmes. Le tableau des résultats observés est donné ci dessous :

	Q1 / Q2
	A
	D
	L

	M
	60
	40
	100

	F
	150
	50
	200

	C
	210
	90
	300


Le tableau théorique correspondant à l’indépendance de la réponse du sexe est obtenu par la relation suivante :
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, soit 

	Q1 / Q2
	A
	D
	L

	M
	70
	30
	100

	F
	140
	60
	200

	C
	210
	90
	300


Le calcul du χobs2 conduit à une valeur de 7,14 ; Pour un d.d.l. de 1, le χth2 au risque de 5 %, c’est à dire avec une probabilité de 95 % est de 3, 84.

La condition de validité du test est : N × χth ≥ 5
L’hypothèse d’indépendance est rejetée.

On démontre que si une population vérifie rigoureusement la règle d’indépendance du sexe sur la réponse, un échantillon ne la respecte pas rigoureusement : il s’en écarte.
Ce test est généralisable à é variables qualitatives ayant respectivement NL et NC modalités de réponse avec un degré de liberté égal à : 

d.d.l. = (NL - 1)×( NC - 1)

6 – Liaison entre deux variables dichotomiques : évaluation de la force globale  du lien 

En dehors du χ2, d’autre évaluateurs du lien peuvent être employés. Les plus utilisés sont les coefficients de Yule et de Kendall. Leur intérêt majeur réside dans le fait qu’ils ne dépendent pas du nombre d’unités statistique (à l’inverse du χ2). De plus, on connaît leur intervalle de variation. Ils ont les propriétés suivantes :

· Ils sont égaux à 0 en cas d’indépendance.

· Ils tendent vers 1 en cas de dépendance (si les distributions marginales sont symétriques).

· Ils ne dépendent pas du nombre d’observations.

Soit le tableau ci-dessous qui regroupe les données croisées des deux variables V1 et V2 :
	
	
	V1
	

	
	
	Modalité 1
	Modalité 2
	TOTAL

	V2
	Modalité 1
	a
	b
	n1

	
	Modalité 2
	c
	d
	n2

	
	TOTAL
	n3
	n4
	N


On va définir les coefficients suivants :

1) - Le coefficient de Yule






Q = 0 en cas d’indépendance (ad = bc)




Q = 
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Q = 1 en cas de dépendance stricte







Q= 1 si une case est nulle : difficulté (dépce part.)

2) – Le coefficient de Kendall







Q = 0 en cas d’indépendance (ad = bc)

K = 
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Q = 1 en cas de dépendance stricte






Si n1 # n3 ; Le maximum de liaison reste < 1

3) – Le coefficient φ



φ = 
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= K (coefficient de Kendall)

Remarque : pour un tableau carré de d.d. l. = 1, on a la relation :




χ2 = 
[image: image67.wmf](

)

4

3

2

1

n

n

n

n

bc

ad

N

´

´

´

-

´


4)- Le coefficient de contingence 




C = 
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 ; sa valeur maximale est égale à 
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7 – La corrélation de Bravais et Pearson R(X,Y) 
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Pour connaître la possibilité de l’existence de cette relation on utilise le coefficient de corrélation de Bravais et Pearson défini comme suit :

-
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, ou la covariance de X et Y CXY est :

- CXY = 
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L’indice r est compris entre –1 et +1 ; plus il est proche de 1, plus la relation est envisageable. 

Exemple d’application 

Déterminer s’il existe une corrélation entre le test verbal et le test d’intelligence non verbal dont les résultats sur un échantillon de N = 22 sujets sont les suivants :


Test verbal 

: X { <X> = 30 ; 
variance (X) = 36 ; 
Ecart type (X) = 6};

Test d’intelligence 
: Y { <Y> = 32 ; 
variance (Y) = 25 ; 
Ecart type (X) = 5}.

Covariation (X,Y) 
: CXY = 24

Calcul du coefficient de Bravais et Pearson :
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Graphe Y = f (X)



      

	N°
	X
	Y
	x
	y
	x*y

	1

5

12

22
	32

29

31

27
	35

36

30

29
	+2

-1

+1

-3
	+3

+4

-2

-3
	+6

-4

-2

+9

	
	30
	32
	0
	0
	+24




x = X - < X >
Avec 

y = Y - < Y >



Les valeurs de la dernière ligne du tableau valent : 
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Ce tableau montre comment on peut calculer simplement la covariation(X,Y)

Au risque de 5 %, pour un degré de liberté  de : (22 –2) = 20, la table donne 
[image: image76.wmf])

,
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< 0,4227

Robserv. = 0,8 > Rtable. L’hypothèse d’indépendance des deux variables est rejetée. 

Il y a une bonne corrélation entre les deux tests.

8 – Ajustement linéaire de Y sur X

On peut calculer la droite Y = a * X + b qui présenterait le moins d’erreurs possibles entre les observations expérimentales et le modèle linéaire. On utilise la méthode des moindres carrés d’erreur verticale, ce qui donne :



a = 
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b = 
[image: image79.wmf]X

a

Y

´

-


Dans l’application ci-dessus, on obtient 




a = 24/36 = 0,666



b = 32 – (0,666 × 30) = 12

La droite d’ajustement a pour équation :


Yestimé = 0,666 × Xobservé + 12

Application à l’hypothèse de la détérioration mentale d’un patient


X
 Test verbal de BINOIS-PICHOT

Y
Test d’intelligence non verbal D 48

N = 97 sujets sans pathologie mentale ayant le niveau du BAC.

L’étude statistique a conduit à une relation linéaire ayant pour équation :



Yestimé = 00,33 * Xobservé + 19

Dans l’exemple précédent, on voit apparaître des écarts positifs ou négatifs entre la valeur observée et la valeur estimée de Y à l’aide de la droite de régression linéaire. Ce sont les résidus du modèle. On montre que la moyenne des résidus est nulle. L’écart type des résidus a une valeur de 5,1.

Le résidu individuel apparaît comme une quantité tirée au hasard dans une loi normale définie par : { m = 0 ; s = 5,1}. Dans ce cas on peut affirmer qu’au risque de 5 %, c.a.d. pour 95 % des sujets non pathologiques, le résidu est compris entre : 

-1,96 × 5,1 ≤  résidu  ≤ 1,96 × 5,1

soit une amplitude comprise entre –10 et + 10 points. On peut donc dessiner le graphe ci-dessous :
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          •
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25 (valeur mesurée)














X

La perte de 3 points entre la valeur estimée (28) et celle mesurée (25) n’est donc pas significative.


9 - La corrélation des rangs : le test de Spearman


Au lieu de considérer les valeurs numériques des variables X et Y pour tester l’existence d ‘une corrélation, par exemple sous la forme d’une relation linéaire, on va utiliser l’ordre des variable déterminé par leur classement par valeurs croissantes (ou décroissantes). Cela était surtout valable à l’époque où l’on ne disposait pas de calculettes, car on pouvait montrer l’existence de corrélations pratiquement sans calculs.


Spearman a montré que l’on pouvait calculer un facteur de corrélation noté ρ (rho, ou RSPEARMAN) qui a la valeur suivante :

ρ = 1 - 
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, formule dans laquelle d est la différence des classements et N le nombre d’unités statistiques de la variable X ou de la variable Y.

Exemple d’application

[image: image81.wmf]


Soient les résultats de 10 sujets notés par des lettres majuscules à un test psychotechnique (variable x) et à une épreuve scolaire (variable y). Le tri à plat des notes est reporté dans le tableau ci-dessous :  

	
	A
	B
	C
	D
	E
	F
	G
	H
	I
	J
	

	Score x
	18
	23
	34
	36
	37
	42
	45
	53
	55
	62
	

	Score y
	21
	12
	26
	15
	34
	33
	45
	44
	70
	41
	

	Rang (x) = X
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	

	Rang (y) = Y
	3
	1
	4
	2
	6
	5
	9
	8
	10
	7
	

	(X – Y)2
	4
	1
	1
	4
	1
	1
	4
	0
	1
	3
	26
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Il en est de même pour Y, donc  
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Si :   
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 ≤ 
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, alors les variables X et Y sont indépendantes.

Dans l’exemple ci-dessus, le coefficient de corrélation des rangs de Spearman vaut :

ρobservé = 
[image: image91.wmf]99
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 = 0,840, valeur supérieure à celle du ρth au risque de 5 % : 0, 643.

Les variables X et Y sont dépendantes.

Exercice d’application  (N° 4, page 4, fascicule 2)

Deux psychologues du recrutement classent 11 candidats après un entretien selon le tableau ci-dessous. L’accord entre les deux psychologues est-il significatif ?

	Candidat
	A
	B
	C
	D
	E
	F
	G
	H
	I
	J
	K

	Psychologue 1
	2
	1
	3
	5
	4
	7
	6
	8
	10
	9
	11

	Psychologue 2
	2
	1
	5
	3
	6
	4
	10
	7
	11
	8
	9

	(X - Y)
	0
	0
	-2
	2
	-2
	3
	-4
	1
	-1
	1
	2

	(X - Y)2
	0
	0
	4
	4
	4
	9
	16
	1
	1
	1
	4


On calcule 
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Le coefficient de Spearman vaut : ρobservé = 
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Pour un d.d.l. de 20, le ρth au risque de 5 % vaut : 0,612. Donc, ρobservé  ≥ ρth.

Oui, l’accord entre les psychologues est significatif. 

Soient deux tests 1 et 2 représentés respectivement par les deux variable X et Y. on se pose la question de savoir si les résultats au test 1 permettent de pré- voir les résultats au test 2. Le graphe ci-contre laisse


Entrevoir l’existence d’une relation linéaire de type Y = a * X + b 


La corrélation linéaire est un indice de relation.
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