La transmission de l’information

I Introduction


I.1 Représentation physique de l’information

Pour transmettre physiquement de l’information, on la représente sous forme de signaux électriques, dont l’amplitude varie dans le temps et de nature diverse suivant le type d’information. On transmet ces signaux de façon matérielle par des moyens physiques.

Pour les transmettre, on va les propager par des ondes vibratoires et ondulatoires. Ce transport se fait sur un support adapté aux signaux.

Les signaux sont de deux types :


- Signal analogique ( exemple : les sons )



- Signal numérique


La durée du signal s’appelle le moment élémentaire et ce note T. Le signal est codé en binaire avec un certain nombre de bits. 

Si on code l’amplitude numérique avec k bits, on aura 2 k bits de valeurs possibles pour l’amplitude, c’est la valence.

Le signal binaire est un cas particulier du signal numérique.

C’est un signal bivalent sur un bit de valence 2 k = 2.


Le signal binaire est le signal interne à l’ordinateur. Le signal binaire n’est pas suffisant à lui-même pour coder une information, il faut lui associer une référence temporaire ( le signal d’horloge de l’ordinateur ) pour représenter une séquence binaire. Afin de donner une signification au signal, on définit la durée d’un bit grâce à la période d’horloge.



I.2 Nature de la transmission
La source d’information est de nature analogique ou numérique, mais la transmission n’est pas forcément de même nature, puisque l’on peut transmettre le signal sous forme numérique ou analogique. Ce qui donne quatre combinaisons possibles suivant la nature de la source et de la transmission :









I.3 Liaison de données

La liaison de données représente le niveau logique d’une transmission de données :


On doit transformer le siganl de la source en un signal admissible par la ligne.


ETTD : Equipement terminal de Traitement de Données  ( exemple : ordinateur, clavier, imprimante... )

L’information présente dans l’ETTD doit subir une transformation qui sera faite par l’ETCD.

ETCD : Equipement de Terminaison de Circuit de Données

Lorsque l’ETTD est un ordinateur, on doit mettre entre l’ETTD et l’ETCD, un contrôleur de communication ( modem ).

II Caractérisation physique d’une transmission


II.1 Analyse spectrale d’un signal

Les signaux se propagent sous forme de vibrations de manière ondulatoire.



a) Signal sinusoïdale



Signal périodique : S ( t ) = S 0 sin ( wt+( ) = S 0 sin ( 2( f +( )

Pour qu’un signal puisse se déplacer, il faut lui fournir de l’énergie. L’énergie d’un signal sinusoïdale se représente sous la forme d’une raie. C’est le spectre de ce signal.



b) Définition du spectre

C’est la distribution de son énergie en fonction de la fréquence du signal.

Toute l’énergie est concentré sur cette fréquence.

Donc il existe un lien entre la fréquence et l’énergie.



c) Spectre d’un signal sinusoïdale




d) Décomposition d’un signal

S ( t ) = Ao  + ( Ak sin ( 2( kf t+ 0k )

f  = 1 / T est la fréquence fondamentale

Ao est la composante continue ( fréquence nulle )

A1 . sin ( 2( kf t+ 01 ) est la composante fondamentale, ou 1er  harmonique, de fréquence f

Les autres composantes ( harmoniques ) sont des sinusoïdes de fréquence multiple de f : 2f, 3f, …

Ak . sin ( 2( kf t+ 0k  ) est le kième harmonique, d’amplitude maximale Ak , de fréquence kf et de phase 0k 



e) Spectre d’un signal quelconque

Un signal quelconque peut être décomposé en une suite de sinusoïdales ( une somme de signaux sinusoïdale ), que l’on appelle des harmoniques. En fréquence, ces sinusoïdes sont multiples les unes des autres.

fo = 0, f = fo , f = 2fo ( c’est la suite de Fourier   

Spectre d’un signal quelconque :

    

Le spectre d’un signal quelconque répartit l’énergie du signal en fonction de la fréquence de ces composants. Dans ces signaux, il y a des zones de fréquence, où le signal a beaucoup d’énergie, et des zones de fréquence, où le signal n’a pas d’énergie.


II.2 Bande passante d’un support

Le signal va se propager sur un support, mais en chemin, le support va absorber de l’énergie. 

Le signal consomme de l’énergie.


  


Rapport de l’énergie du signal de sortie (S) sur l’énergie du signal d’entrée (E) :

Le support laisse passer le signal uniquement dans la bande passante, à l’extérieur de celle-ci le support filtre le signal. 

La condition pour qu’un signal se propage correctement sur un support est que son spectre se trouve dans la bande passante du support.

Par convention, le signal passequand au moins la moitié de l’énergie est passée.


II.3 Le bruit

Pendant son transport, le signal subit des perturbations que l’on appelle bruit. 

La qualité de la transmission dépend du rapport signal / bruit, rapport exprimé en décibel. 

Pour que la transmission soit bonne, il faut que le niveau de bruit soit le plus faible possible.

Autrement dit, plus le rapport est grand et meilleur est la transmission.


II.4 Le débit binaire

C’est le nombre de bits par seconde, exprimé en bit/seconde. On observe un lien entre le débit et la fréquence.

Le débit maximal d’une transmission est limité par la bande passante du support et par le rapport signal / bruit.

Si on appelle T la durée d’un bit, le débit binaire D s’exprime D =1 / T. 

On utilise souvent les multiples comme le K.bit ou le M.bit.


II.5 La rapidité de modulation

Un signal est défini par rapport à un paramètre caractéristique :


- la durée d’une amplitude


- la fréquence d’une amplitude


- la phase d’une amplitude


- ...

Si on prend comme paramètre caractéristique la durée minimale d’une amplitude, que l’on appelle ( ( ( = intervalle de modulation ), on définit la rapidité de modulation R = 1 / ( en bauds ( nombre de varaition par unité de temps ).

Dans le cas du signal binaire la rapidité de modulation est égale au débit binaire, c’est à dire que les bauds sont des bits / seconde. 

Exemple : de signal binaire :


                                                               

Exemple de signal binaire :




Pour la caractérisation physique d’un signal, ce qui importe c’est la rapidité de modulation, mais pour la performance, c’est le débit binaire qui est le plus important.


II.6 Capacité de transmission

Elle n’est pas infinie.

La capacité de transmission d’un canal est son débit maximal.

Elle dépend de la bande passante et du rapport signal bruit.

III Transformation des signaux pour leur transmission


III.1 Problème

Les signaux que l’on transmet sont des signaux binaires, et si on étudie la spectre d’un signal binaire ( énergie en fonction de la fréquence) on remarque qu‘il se situe dans les basses fréquences, or la plupart des systèmes de transmission sont des filtres passe bande qui ne laissent passer ni les basses fréquences ni les hautes fréquences.

Pour un support de faible longueur, le signal n’aura pas de mal à passer, mais pour des longueurs de support plus importantes les basses fréquences seront filtrés, ce qui rend le signal méconnaissable et le perd. 

Si on veut transmettre le signal, il sera nécessaire de le transformer de manière à ce que son spectre soit situé en grande partie dans la bande passante du support. La suite binaire n’est pas modifié, seul la représentation du signal sera modifié.

Deux procédés se présentent : 


- le codage en bande de base qui déforme le spectre de manière à le caler dans la bande passante


- la modulation de signal qui translate le spectre pour le caler.


III.2 Codage en bande de base

La déformation du signal pour rendre le spectre dans la bande passante se fait à l’aide de codes, ( exemple : le code Manchester). Il est très fréquemment utilisé dans les réseaux locaux.

Si le spectre est trop loin de la bande passante, cela ne marche pas.


III.3 La modulation

Le principe de la modulation est de partir d’un signal qui passe bien, situé dans la bande passante, et de le déformer par le signal à transmettre.

Le signal qui passe bien et qui portera le signal à transmettre s’appelle une porteuse. Comme porteuse, on utilise un signal sinusoïdale auquel on fait subir certaines déformations de ses paramètres ( l‘amplitude, la fréquence ou la phase ).

Le signal modulé sera facilement transportable, mais à l’autre bout de la communication le signal devra subir la transformation inverse pour restituer le signal sous forme binaire, signal utilisable par la machine. Cette transformation inverse s’appelle la démodulation.

La démodulation supprime la porteuse et restitue la déformation. L’association du modulateur et du démodulateur donne un modem. Ce même principe de modulation et de démodulation peut être appliqué à n’importe quel signal numérique.

Le spectre du signal modulé se trouve autour de la fréquence de la porteuse



III.4 Utilisation de la bande passante
On utilise la bande passante pour faire un multiplexage fréquenciel, c’est à dire qu’on transporte sur le même support, plusieurs signaux en même temps. On peut faire cela quand la bande passante est plus large que le spectre.

A la fin, il faut un démultiplexeur pour reconstituer les signaux en séparant les spectres par filtrage.




III.5 La transmission numérique des signaux analogiques 

Dans les réseaux multimédia, les signaux analogiques sont transmis de manière numérique, le principal procédé pour les transporter est le MIC ( Modulation Impulsion Codage ).

Avec un signal numérique, on peut augmenter le débit par la compression de données, avec une qualité supérieure au signal analogique car on peut facilement supprimer le bruit.

La modulation MIC se décompose par :


- échantillonage du signal


- blocage du signal


- codage du signal en binaire ( k bits )


- transmission en série des bits


- reconstitution des échantillons ( signal en couche )


- interpolation du signal

IV La transmission par une ligne


IV.1 Problème

Le problème qui se pose avec la transmission par une ligne est l’unicité de la ligne.

Lorsque l’on met en rapport deux dispositifs, on a des lignes de données et des lignes de contrôle, mais dans un réseau, on n’utilisera qu’une ligne unique pour la transmission mélangeant des signaux de données et des signaux de contrôle, ce qui signifie insérer des signaux de contrôle dans le flot des données.



IV.2 La synchronisation

Un signal n’a de sens que s’il y a une référence temporelle. Pour qu’un signal ait la même signification aux deux extrémités, il faut ,qu’elles aient la même référence temporelle, donc qu‘elles soient synchronisées. L’horloge de récepteur doit être synchrone avec l’horloge de l’émetteur.

Il existe deux procédés de synchronisation, que l’on appelle des modes de transmission :



a) Le mode asynchrone

Dans un mode asynchrone, l’émetteur et le récepteur ont chacun une horloge indépendante. 

On règle la fréquence du récepteur par la même valeur que celle de l’émetteur. 

Mais pour qu’elles soient synchrone, il faut déclencher les horloges en même temps. On utilise alors le signal de données pour déclencher l’horloge du récepteur, en faisant précéder la donnée d’un bit de départ en phase avec l’horloge de l’émetteur. 

En mode asynchrone, comme les données arrivent à des instants quelconques, il est nécessaire d’arrêter l’horloge, avec un bit d’arrêt, pour pouvoir la déclencher à nouveau plus tard pour le bloc suivant.

En réalité, il y a une faible variation entre la fréquence de l’émetteur et la fréquence du récepteur ( phénomène de glissement ), ce qui va entraîner une désynchronisation si le bloc de données est trop important. 

Il faut que la période soit grande pour que le glissement soit le plus petit possible.

Les blocs de données vont donc être limités à un caractère ( de 8 à 10 bits ) pour palier à cet inconvénient.

Une transmission asynchrone est donc une transmission de caractère à caractère, avec un débit faible car la durée d’un bit doit être suffisamment grande pour que l’erreur soit négligeable. De même, le rendement est médiocre ( 80 % ) car on est obligé de transmettre 10 bits pour seulement 8 bits utiles. Un avantage est la facilité à mettre en œuvre ce procédé.

Le mode asynchrone est limité au faible et moyen débit.

On a un débit utile ( nombre de données en bit transmis par unité de temps ) inférieur au débit physique.



b) Le mode synchrone

Le mode synchrone consiste à reconstituer l’horloge du récepteur à partir du signal émis lui-même. 

Ce signal fournissant les instants significatifs, l’horloge récepteur aura exactement la même fréquence que celle de l’émetteur.

Le signal binaire, contenant les données, est précédé par un préambule utilisé par le récepteur pour construire l’horloge du récepteur. Le préambule contient des instants significatifs synchrones de l’horloge ainsi que des signaux riches en transitions. Cette horloge étant beaucoup plus stable qu’en mode asynchrone, on peut avoir des suites binaires beaucoup plus grandes, allant jusqu'à des blocs de données  ( trames )de quelques M.bits.

Bien que le dispositif soit très précis, il comporte aussi des limites, bien que largement supérieurs au mode asynchrone. 

Ce mode a un bien meilleur rendement, la taille du préambule étant très faible par rapport au bloc de données, soit une synchronisation de meilleure qualité mais beaucoup plus coûteuse  réservé aux transmissions à haut débit.


IV.3 Les modes d’exploitation

L’exploitation d’une ligne unique peut s’effectuer par plusieurs modes :


- Mode simplex ( SX ) : consiste à utiliser la ligne toujours dans le même sens. Il est utilisé dans les réseaux de diffusion.



- Mode duplex intégral ( FDX ) : L’information est échangé dans les deux sens simultanément, avec des risques de 

collisions. Pour éviter ces collision, on peut utiliser de lignes simplex de sens opposées ( exemple : le téléphone ) ou on fait un partage en fréquence.



- Mode semi-duplex ( HDX ) : Les signaux peuvent être échangés dans les deux sens mais pas simultanément. La ligne fonctionne à l’alternance ( exemple : le talkywacky )



IV.4 Le partage d’une ligne

Une ligne de transmission peut être partagé par plusieurs stations pour :


- des raisons topologiques


- réduire les coûts. 


Le problème vient de la réception et non de l’émission.

Pour gérer ce partage, il existe une grande diversité de solutions.



a) Méthodes statiques

Une ligne est une ressource. Le partage d’une ligne va distribuer l’utilisation de cette ressource de façon définitive. 

Ces méthodes statiques sont très faciles à mettre en œuvre, mais elles ne tiennent pas compte des variations des besoins.




1) Partage de fréquence : AMRF ( Accès Multiple avec Répartition de Fréquences ) ou FDMA

Une ligne possède une bande passante spécifique, non utilisé complètement par le spectre d’un signal. On va partager la bande passante en plusieurs spectres de signaux ( on mélange les signaux ), chaque récepteur ayant un filtre pour différencier les différents signaux. C’est ce que l’on appelle un multiplexage fréquentiel. 





2) Partage en temps : AMRT ( Accès multiple avec Répartition dans le Temps ) ou TDMA

C’est le principe du multiplexage temporel. On fait un partage dans le temps de la ligne. Pendant la phase T1, la station S1 émet, pendant la phase T2, la station S2 émet,... Méthode très facile à mettre en œuvre qui demande peu de gestion, mais à l’usage assez limité. En effet si la station S1 n’émet pas durant le temps de la phase T1, on perd cette phase car elle est alloué à T1, la ligne étant pourtant libre. Cette méthode est toutefois intéressante lorsque l’on a un réseau au trafic très régulier et quantifié. De plus si on veut modifier le nombre de stations il faut redistribuer l’ensemble des partages. 




b) Méthodes dynamiques

Ici, le partage évolue en fonction des besoins, puisque les besoins ne sont pas constants pour toutes les stations.




1) Polling  ( Méthode de scrutation ) 

La ligne sera distribuée en fonction des besoins. Dans cette méthode, il y a un arbitre ( moniteur ) qui alloue le temps suivant les besoins.

Il existe plusieurs versions : 


- le polling centralisé : une station centrale contrôle la ligne et scrute les autres stations pour leur accorder une durée d’émission en fonction des besoins, de ma,ière cyclique dans le réseau. La station émet, puis le moniteur reprend le contrôle de la ligne. L’ordre de scrutation est important car entre deux scrutations, les besoins sont différents.


- le polling décentralisé : la scrutation se fait une seule fois par une station centrale mais avec des priorités moindre. Elle scrute une station et lui accorde une durée d’émission, celle-ci scrutant à son tour après son temps d’émission, et ainsi de suite... mais pendant le tour, la station centrale n’a pas le contrôle de la ligne, ce contrôle étant à la station émettrice. Cette station ne peut que définir ou modifier l’ordre de scrutation.


- le pooling adaptatif ( probing ) : on définit des tranches de scrutations puis les stations émettent suivant leurs besoins.




2) Jeton 

Le jeton est un droit à émettre, et seule la station qui possède le jeton a le droit d’émettre. Lorsqu’elle a terminé son émission elle donne le jeton à une autre station. Cela demande une gestion centralisée pour le passage du jeton, pour vérifier l’unicité et la non-perte du jeton. Donc il y a un arbitre, c’est une règle protocolaire.



c) Méthodes aléatoires

Dans les méthodes aléatoires, il n’y a pas de gestion centrale par un centraliseur, les stations sont indépendantes les unes des autres, elles sont passives.




1) ALOHA 

Lorsqu’une station doit émettre une émission, elle émet. Les collisions sont détectées et le cycle d’émission recommence. Cette méthode fonctionne pour des réseaux où il n’y a que peu de trafic ( réseau petit car probabilité de collision faible ), sans risques de collisions. Il n’y a ici aucune contraintes, on ne se préoccupe pas des autres stations. Mais si deux stations émettent,  elles vont rentrer en compétition donc il y aura collision.




2) ALOHA en tranche

Avec la méthode ALOHA en tranche, on découpe le temps en tranche et une station ne peut émettre qu’au début d’une tranche, ce qui diminue la probabilité de collision. Mais cette méthode est plus lente.




3) CSMA ( écoute de la porteuse )
 On ajoute une contrainte supplémentaire par rapport à la méthode ALOHA. Avant d’émettre, la station doit se mettre à l’écoute du canal de transmission et ne peut émettre que si le canal est libre. Si le canal n’est pas libre, l’émission est différée. Cependant cette méthode n’évite pas toutes les collisions. En effet, si le canal se libère et que deux stations étaient à l’écoute en synchrone, elles vont émettre en même temps. Ce procédé est surtout utilisé dans les réseaux locaux.

Il existe plusieurs versions de l’écoute de la porteuse : 


- la durée d’écoute ( écoute permanente ou temporaire )


- le traitement des collisions


- la p persistance


Pour le traitement des collisions, on a :


- CSMA/CA ( anticipation des collisions )


- CSMA/CD ( détection des collisions )

Pour la détection des collisions, on détecte l’amplitude de la somme des amplitudes ( résultat des interférences ). Puis on utilise un algorythme pseudo – aléatoire, BEB ( binary exponentiel busup ) qui relance les émissions.

Dans les réseaux locaux de type ethernet c’est la méthode CSMA/CD qui a été adopté. 

V Les supports de transmission

La transmission de l’information passe par un support, ce support pouvant être matériel ou immatériel. Le support est un élément important des réseaux, et de son choix dépend les performances et les coûts du réseau.


V.1 Les paramètres

Un support est caractérisé par un certain nombre de caractères :


- le débit maximal


- la bande passante


- l’immunité au bruit


- l’atténuation du signal ( absorption de l’énergie )


- la distance maximale sans amplification


- le coût de support et de la connectique


- la facilité de connexion


V.2 Les supports métalliques

Il existe plusieurs types de supports métalliques :


- fils simples : Ce que l’on transmet c’est une différence de potentiel, très sensible au bruit. Dès que la longueur devient importante ( >10 mètres ) ce support n’est que peu utilisé.



- paires torsadées : Le signal est transmis sur deux fils, l’un pour le signal et l’autre pour sa référence. Ce que l’on mesure c’est la différence entre les deux, or les perturbations agissent de la même manière sur le signal et sur sa référence, ce qui donne une bonne immunité aux bruits.



- paires torsadées blindées : On applique une couche de blindage, constitué de maillage métallique, sur la paire torsadée pour obtenir une meilleure immunité au bruit.


- câble coaxial : Câble blindé qui va protéger l’âme du conducteur contre les perturbations.



V.3 Les supports optiques


Dans les supports optiques, on exploite l’aspect ondulatoire de la lumière en modulant l’onde lumineuse pour transmettre les signaux. Pour guider l’onde lumineuse, on va utiliser un guide d’onde, la fibre optique.

La fibre optique s’appuie sur les lois de Descartes : Le rayon lumineux subit une réflexion sur un corps transparent au-delà d’un certain angle. La fibre optique est un coaxial avec deux indices différents pour que le rayon lumineux subisse une réflexion totale, tout en étant guidé par la fibre. L’intérêt de la fibre otique c’est que l’on a une bande passante très large ainsi qu’une immunité au bruit parfaite, puisque insensible aux parasites électriques, ce qui permet de faire passer de très hauts débits.


Il existe divers types de fibres optiques : 


- les multimodes ( à saut d’indice ou à gradient d’indice ), avec plusieurs signaux à l’intérieur


- les monomodes ( à saut d’indice ), avec un seul signal mais à débit énorme.


V.4 Les ondes hertziennes

Les ondes hertziennes sont des ondes électromagnétiques que l’on utilise pour les réseaux étendus à longues distances. L’avantage majeur réside dans le fait qu’il n’y a pas de support. Une onde électromagnétique est utilisée comme porteuse en la modulant par un signal électrique. Pour émettre le signal, on va utiliser les très hautes fréquences, ce qui rend l’onde directionnelle et l’on obtient alors un faisceau hertzien. Ces ondes se transportent en ligne droite et il est nécessaire de mettre des relais pour transmettre l’information, de nombreux relais se faisant par satellite.


VI Le codage de l’information

Dans une transmission de l’information, le codage va intervenir à plusieurs niveaux : A la source pour représenter l’information de manière conventionnelle, et au niveau des transferts pour une meilleure transmission.


VI.1 Le codage suivant sa nature

Les informations peuvent se trouver sous forme sous forme de caractères, de sons ou d’images.



a) Les caractères

Il existe des codes pour représenter les caractères, le code le plus utilisé est le code CCITT n°5, qui dérive du code ASCII, représentant chaque caractère par 8 bits, avec toutefois des variantes internationales. 



b) Les sons

Les sons sont représentés par le principe de la modulation MIC : le son est numérisé.



c) Les images

Les images peuvent être représentées sous plusieurs formes : 


- alphanumérique ( chaque mosaïque étant codée par un caractère )


- vectorielle ( une image est un ensemble de dessins, les dessins étant un ensemble de vecteurs )


- géométrique ( on représente une image par un ensemble de points, ou pixels, c’est le bitmap )

VI.2 Le codage contre les erreurs



a) Le problème

Les systèmes de transmission de données ne sont pas fiables, la transmission est peu sur. La fiabilité d’un système de transmission est mesurée par son taux d’erreurs, ce taux étant un rapport entre le nombre de bits erronés et le nombre total de bits du message.

Sur la ligne de transmission, le taux d’erreurs est de 10-6, contre 10-12 pour les ETTD. Il va donc falloir détecter les erreurs et les corriger lorsqu’elles se produisent. Pour cela on va utiliser un détecteur d’erreurs capable de dire si le message contient ou non des erreurs, et des codes détecteurs /correcteurs d’erreurs qui vont détecter et corriger les erreurs. En général on utilise simplement, en télétransmission, des codes détecteurs d’erreurs, et lorsqu’une erreur sera détecté, il faudra retransmettre l’information.

b) La redondance


Pour détecter des erreurs, on introduit de la redondance dans l’information.

Soit I une information composée d’une suite de i bits transmis par l’ETTD. Le codeur va calculer une information redondante R  ( R = suite de r bits ). Ce qui sera transmis sur la ligne c’est la concaténation de I et de R ( I suivi de R ). 

A la réception, on reçoit une information ( I + R )’, et si  ( I + R )’( ( I + R ), on en déduit par un algorithme qu’il y a une erreur. 

Soit A l’ensemble des mots I, et 2i le nombre possible de ces mots. A la sortie du codeur, on a des mots de i + r bits, et soit B l’ensemble de ces mots. Le nombre de mots sortant est aussi 2i , et le nombre de mots B’ entrant dans le décodeur est 2i+r , puisqu’une erreur transforme un mot en un mot de même longueur. La détection des erreurs va être dans la comparaison de B avec B’.

Le décodeur connaît le code, donc il sait quels sont les mots qui arrivent du codeur, donc il est capable de savoir si le mot appartient au code ou n’appartient pas au code. 

Algorithme : Soit b(B et b’(B’. Si b’(B alors une erreur est détectée, sinon pas d’erreurs détectées. Ce qui recouvre deux cas : pas d’erreurs détectées parce que pas d’erreurs, ou parce qu’il s’agit d’une erreur résiduelle ( l’erreur a transformé un mot de B en un autre mot de B ).


Une erreur, c’est lorsqu’un mot change de 0 ( 1 ou 1 ( 0.

Exemple : i = 2 et r = 1

On prend un code de parité pair ( 0 si le nombre de 1 est pair, 1 si impair )



c) Les codes d’erreurs

On utilise beaucoup en réseau les codes de parité qui sont normalisés

On trouve trois type de code de parité :


- le code de parité verticale ( VRC )


- le code de parité horizontale ( LRC )


- le code de parité croisée ( CRC ) 

Toutefois, ils ne sont utilisés que dans des réseaux de faible distance ( principalement entre unité centrale et périphériques ) car ils sont de mauvaises qualités.

D’autres codes ont étés normalisés qui vont assurer un taux d’erreurs résiduel suffisant. Ce sont les codes CRC, codes cycliques redondants utilisés dans la plupart des réseaux, basés sur l’étude des polynômes à coefficients binaires. A toute suite binaire de longueur i, on peut associer un polynôme à coefficients binaires :

I = 010111 ( I ( x ) = 0x5 + 1x4 + 0x3 + 1x2 + 1x1 + 1x0  = x4 + x2 + x + 1

J = 100110 ( J ( x ) = 1x5 + 0x4 + 0x3 + 1x2 + 1x1 + 0x0  = x5 + x2 + x

On peut définir la somme modulo 2 de deux polynômes : 

I ( x ) + J ( x ) = x5 + x4 + 1 = 110001

Pour coder la redondance R, on associe I ( x ) à I, et on divise xr I ( x ) par G ( x ). Au niveau du décodeur, on associe N’( x ) à      ( I + R ) que l’on divise par G ( x ), et si le reste H ( x ) n’est pas nul on a alors une erreur.

Principe du CRC


A l’émission :

I ( I ( x ) ( xr . I ( x ) / G ( x ) ( reste R ( x ) ( R ( ( I + R )

A la réception :

( I + R )’ ( N’ ( x ) ( N’ ( x ) / G ( x ) ( reste P ( x )

si P ( x ) ( 0   alors erreur détecté

                       sinon erreur non détecté ( pas d’erreur ou erreur résiduelle )

Exemple :
I = 8, r = 3, G ( x ) = x3 + 1       

I = 10001101

Coté codeur :

 I ( x ) = x7 + x3 + x2 + 1

xr I ( x ) = x3 I ( x ) = x10 + x6 + x5 + x3
x3 I ( x ) / G ( x ) = x10 + x6 + x5 + x3 / x3 + 1 

le reste de cette division est x² + x

Soit R ( x ) = x² + x et R = 110

Le signal transmis sera donc I + R = 10001101110

Coté décodeur : 

Le décodeur reçoit ( I + R )’ = I + R = 10001101110

Soit N’ ( x ) = x10 + x6 + x5 + x3 + x² + x / x3 + 1 

Le reste de cette division donne 0, donc il n’y a pas d’erreurs dans le signal transmis.

La mise en place de ces algorithmes peut se faire de façon logiciel ou de façon matériel ( logique câblée ), notamment par un coupleur possédant un circuit établissant ces algorithmes.

Sur le réseau x25 ( Transpac ), i (1000, r = 16, le taux d’erreurs diminue de 104.

Sur le réseau Ethernet ou Token ring , 1 ( 10 000, r = 30, le taux d’erreurs diminue de 106.



d) Correction des erreurs

Pour corriger les erreurs, on a deux solutions :


- retransmission de l’information avec arrêt et attente ( l’émetteur envoie le message et attend, le récepteur encoie un acquittement d’erreur ou pas, si erreur alors retransmission )


- retransmission continue ( le récepteur envoie un acquittement que quand il y a une erreur )

VI.3 Le cryptage


Le cryptage fonctionne avec une clef  K, l’information transmise étant associé à cette clef pour être crypté. 

C = F ( M , K ) et M = F -1 ( C , K )

Le cryptage repose sur la connaissance de l’émetteur et de récepteur de la clef. Sans cette clef, l’information ne peut pas être restitué. On considère qu’un système de cryptage est sûr lorsque la probabilité de restituer l’information sans la clef est proche de 0.

Un des systèmes les plus utilisés est le système DES ( Data Encrypton System ) qui vient du système de défense américain.

Le problème d’une clef c’est qu’il faut la changer de temps en temps car elle finira par être décodé. Les clefs vont alors être transmises sur le réseau, généralement par des lignes privées qui ne serviront uniquement qu’à ça. Pour la transmission des clefs sur le réseau public, il est nécessaire d’avoir des systèmes de cryptage de transmission.

Pour avoir un système avec une véritable protection, il faut utiliser un système de clefs multiples. Toutefois, le temps moyen pour forcer une clef est largement supérieur au temps moyen de durée de vie de cette clef.

Exemple :

L’émetteur envoie en clair le message au récepteur.

Le message est : «  voici 20 000 puzzles dont le message contient      0 …… 0       No      clé      0 …… 0    »








              128            16      34            22

Choisir un puzzle au hazard et décriptez le, en essayant toutes les clés possibles. Et envoyer moi en clair le no du puzzle décrypté.                                                                                                                 

L’émetteur et le récepteur ont la même clé. Le pirate est obligé de décrypter les 20 000 puzzles pour retrouver le puzzle.

VI.4 La compression des données

a) Objectif
La compression de données est un codage pour améliorer les performances de stockage et de transmission de l’information. Pour un débit physique donné, on transmettra beaucoup plus de données, soit un débit apparent beaucoup plus important.

b) Méthodes

Les données sont compactables puisque souvent on a :


- des répétitions (de façon consécutive ou de façon quelconque )


- des informations redondantes ( les informations élémentaires sont liés entre elles de façon logique )


- des informations indexés ( principe du dictionnaire )


- des informations liées entre elles


- des motifs se répètent avec une certaine fréquence

Deux types de méthode : 


- les méthodes qui ne dégradent pas l’information ( sans perte d’information par le décompactage )


- les méthodes qui dégradent l’information lors du compactage / décompactage ( par exemple pour les images animés qui perdent quelques images par seconde ). On peut retrouver la perte d’information par interpolation mais c’est de l’approximatif.

c) Méthodes utilisées


- RLE ( Run Lenght Encoding ) :Au lieu de transmettre chacun des motifs, on ne va transmettre qu’un seul des motifs avec le nombre de répétitions.


- LZW : Méthode basé sur des dictionnaires établis une fois pour toutes, ou établis au fur et à mesure de la compression / décompression. L’information est indexé et l’émetteur et le récepteur sont le même.


- Huffman : Méthode basé sur la fréquence de répétition de certain motif.


- Méthode statistiques : Méthode basé sur les transformés de fournier, sur les fractales, par les ondelettes.



d) Méthodes d’huffman

Cette méthode consiste à analyser le texte, et pour chaque caractère trouvé, faire le bilan du nombre d’occurrences en les triant. A partir de là, on construit un arbre binaire, en associant un nœud aux deux caractères qui ont l’occurrence la plus faible auquel on attribue la somme des occurrences, opération que l’on répète jusqu’à la racine. Dans un deuxième temps, on va coder chaque caractère en partant de la racine jusqu’à la feuille. Cette arbre binaire a la propriété de non préfixe, c’est à dire qu’aucun code n’est le début d’un autre code caractère.

Exemple : Les suissesses sont toutes assises.



Codage avec l’arbre binaire :

 E ( 000, T ( 0010, A ( 001100, U ( 0110, N ( 00111, I ( 0111, O ( 0100, S ( 1, L ( 0101

Plus le caractère est fréquent, plus le nombre de bits pour le coder est faible.

Conclusion :
Dans la pratique, on utilise des combinaisons de méthodes.

VII La transmission par les réseaux

VII.1 Le Réseau Téléphonique Commuté (RTC)

Le RTC est le plus ancien des réseaux, conçu à l’origine uniquement pour les communications téléphoniques, ouvert à la transmission de données au milieu des années 60.

Ce réseau est hiérarchisé en deux niveaux, eux-mêmes divisés en deux niveaux :


- Le réseau de transit : Constitué de :



- commutateurs de transit primaires ( CTP )



- commutateurs de transit secondaires  ( CTS )

Les CTP sont reliés entre eux par des lignes à très haut débit, ainsi qu’à des CTS pour étendre le maillage.


- Réseau de distribution : A partir des CTS on a deux types de nœuds : 



- des commutateurs pour l’acheminement ( centres autonomes d’acheminement, CAA )



- des commutateurs locaux pour la connexion aux utilisateurs ( CL )



Aujourd’hui, presque tout le réseau est numérique, sauf quelques lignes locales, les «  derniers kilomètres  », qui relient le central local à l’abonné et qui sont analogiques.

Il y a en France à peu près entre 35 et 40 millions d’abonnés, et de 6000 à 700 millions d’abonnés dans le monde.

Les avantages du RTC sont surtout par son grand nombre d’abonnés qui lui confèrent une force importante. C’est l’un des réseau les plus répandus, il fonctionne 24h/24 et offre la possibilité de se relier à un autre réseau.

Toutefois l’un des inconvénients majeur de ce réseau, c’est qu’il n’offre pas un service de qualité constante. Suivant les communications, on va passer par une ligne de très bonne qualité ou une ligne de qualité médiocre. De plus le temps d’établissement d’une communication est relativement long.

Le RTC est tarifé suivant la durée de communication et l’éloignement. Du point de vue du débit, on a des modems a 28.800 b/s     ( pour le V34 ) et a 33.600 b/s ( le V34 bis ).

VII.2 Les lignes spécialisés

Les lignes spécialisés sont des lignes louées qui vont connecter des abonnés entre eux sans concurrence avec les autres abonnés. Il existe deux types de lignes : 

- numériques ( plus courant )

- analogiques ( en disparition )

Le coût dépend du débit, du temps, de la longueur et de la qualité.

VII.3 Transfix

Transfix est un réseau de lignes louées, spécialisées numériques à faible, moyen, et haut débit ( allant jusqu’à 34 M.b/s ). Ce réseau est souvent utilisé par les entreprises, avec un coût de fonctionnement en fonction de la longueur, de la qualité et du débit de la ligne.

VII.4 Numéris

Numéris, filiale de France Télécom, est un réseau numérique à intégration de service ( RNIS ) mis en place pour résoudre le problème du dernier kilomètre. Il est voué à remplacer le RTC en étant totalement numérique. C’est un réseau à commutation de paquets utilisant une codification MIC, et il peut être utilisé pour une connexion à un autre réseau.

Ce réseau se manifeste par l’intégration de services ( images, son, vidéo,… ) ainsi que par une interface et un accès normalisé. Il a un traitement spécifique des services de données. 

En France, on a une norme s et le RT – 45 est la prise normalisée de Numéris.

On a deux accès possibles : S0 et S2 :


- S0 fournit un accès de base, constitué de 3 canaux : 



- deux canaux ‘B’ à 64 k.b/s ( canal d’information )



- un canal ‘D’ ( canal de service ) à 16 k.b/s ( pour la signalisation )


- S2 possède un accès primaire avec



- 30 canaux ‘B’ à 64 k.b/s



- 1 canal ‘D’ à 64 k.b/s

VII.5 Transpac

C’est un réseau à commutation de paquets, à faible et moyen débit ( jusqu’à 1 M.b/s ); qui offre surtout l’avantage d’une tarification en fonction du volume des données transférées ainsi que d’être l’un des réseaux le plus sûr.

Il fonctionne en mode synchrone mais avec la possibilité de s’y connecter par un terminal asynchrone ( exemple : minitel ) de type PAD ( assembleur – dessembleur de packed ).

VII.6 Transdyn

C’est un réseau de communications par satellite qui permet d’arroser toute la Terre.

Il lui a été confié trois missions :


- communication téléphonique et de télévision avec les DOM TOM


- transmission de données


- transmission pour les militaires

VII.7 Internet

Internet n’est pas un réseau, c’est une interconnexion de réseaux qui n’appartient à personne. Il a été créé par les militaires américains, puis pour les centres universitaires qui passait par UNIX

Deux caractéristiques à Internet :


- particulièrement adapté à UNIX


- réseau de commutation de paquets basé sur le protocole TCP/IP
IP = protocole de transport de paquets non fiable, mais avec l’avantage d’un adressage IP unique qui permet de trouver un chemin entre n’importe quel correspondant.

TCP = protocole fiable qui assure la fiabilité de l’ensemble.

Internet, c’est un nouveau serveur toutes les deux minutes, mais posant d’énormes problèmes de sécurité, de virus et de confidentialité.
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