Chapitre 10 

Variables aléatoires continues
I
Variable aléatoire continue


A]
Introduction

B]
Fonction de répartition

Définition :

Soit X une variable aléatoire réelle. 

On appelle fonction de répartition de X, la fonction numérique F définie sur IR par :

F(t) = P  eq \b(X  t)
.
Propriété :
· F est une fonction croissante sur IR.

· Pour tout t SYMBOL 206 \f "Symbol"\h IR, on a : P  eq \b(X > t) = 1 – F(t).

· Pour tout a et b réels tel que a < b, on a : P  eq \b(a < X  b)
 = F(b) – F(a).

Remarques :


*
Cette notion de fonction de répartition est aussi valable pour les variables discrètes. Alors la fonction de répartition est une fonction en escalier.

*
Dans le cas d’une variable aléatoire continue la fonction de répartition est continue et  eq \o(lim;\s\do11(x  ( + ))
F(x) = 1 et  eq \o(lim;\s\do11(x  (  –))
F(x) = 0.

C]
Densité de probabilité

Définition :
Une variable aléatoire continue X est définie par une fonction f, appelée densité de probabilité de la variable aléatoire continue X, qui est telle que :
· f est définie et positive sur IR.
·  eq \i\in(\d\ba2()– ;\d\fo1() +SYMBOL 165 \f "Symbol"\h ; f(t))
 dt = 1.

La loi de X est alors définie pour tout réel t par :


P  eq \b(X  t)
 = F(t) =  eq \i\in(\d\ba2()– ;\d\fo1()t ; f(x))
 dx.
Remarque :

La loi de X est définie à partir de la fonction de répartition.

Propriétés :

· Pour tout a et b réels tels que a < b, on a :

P  eq \b(a < X  b)
 = P  eq \b(X  b)
 – P  eq \b(X  a)
 = F(b) – F(a).

· Pour t SYMBOL 206 \f "Symbol"\h IR, on a P  eq \b(X = t) = 0 et donc :



P eq \b(a < X  b)
 = P eq \b(a < X < b) = P eq \b(a  X SYMBOL 163 \f "Symbol"\h b)
.

Exemple :

Soit f la fonction définie sur IR par :

f(x) =  eq \b\lc\{( \s(0 pour x < 0 ;  e – eq \s\do1(\f(1;2))x pour x SYMBOL 179 \f "Symbol"\h 0))

Montrer que f est une densité de probabilité.
f est définie sur IR et positive sur IR.

Calculer  eq \i\in(\d\ba2()–;+\d\fo1()SYMBOL 165 \f "Symbol"\h; f(x) dx)
.
Soit a > 0. Calculer  eq \i\in(\d\ba2()0 ;\d\fo1()a ;  e – eq \s\do1(\f(1;2))x)
 dx, puis faire tendre a vers +SYMBOL 165 \f "Symbol"\h.


D]
Espérance et variance

Définition :

Dans le cas d’une variable aléatoire continue X, sous réserve que les intégrales généralisée existent on a :


E(X) =  eq \i\in(\d\ba2()– ;\d\fo1()+SYMBOL 165 \f "Symbol"\h ;  xf(x) )
dx et V(X) =  eq \i\in(\d\ba2()– ;\d\fo1()+SYMBOL 165 \f "Symbol"\h ;   eq \b(E(X) – x)2 f(x) )
dx et ((X) =  eq \r(V(X)).
Exemple :
Calculer l’espérance de la variable aléatoire continue précédente.

E(X) =  eq \i\in(\d\ba2()– ;\d\fo1()+SYMBOL 165 \f "Symbol"\h ;  xf(x) )
dx =  eq \i\in(\d\ba2()0 ;\d\fo1() + ;   eq \s\do1(\f(1;2)) xe – eq \s\do1(\f(1;2))x)
 dx.
Soit a > 0.
Pour calculer l’intégrale I(a) =  eq \i\in(\d\ba2()0 ;\d\fo1()a ;   xe – eq \s\do1(\f(1;2))x)
 dx on utilise une intégration par parties.

On a : u’(x) = e – eq \s\do1(\f(1;2))x

u(x) = –2 e – eq \s\do1(\f(1;2))x

v(x) =  eq \s\do1(\f(1;2))x

v’(x) =  eq \s\do1(\f(1;2))
Donc I(a)  
=  eq \b\bc\[(x SYMBOL 180 \f "Symbol"\h  eq \b(–2) e – eq \s\do1(\f(1;2))x)
0a –  eq \i\in(\d\ba2()0;\d\fo1()a;  – e –x dx)
 =  eq \b(– e –a + 0)
 +  eq \b\bc\[(–2 e –x)
0a

=  eq \b(– e –a )
 +  eq \b(–2e –a + 2)
 = 2 – 3 e – eq \s\do1(\f(1;2))a.

Or  eq \o(lim;\s\do11(a ( +))
 e – eq \s\do1(\f(1;2))a = 0.

Ainsi  eq \i\in(\d\ba2()0 ;\d\fo1() + ;   eq \s\do1(\f(1;2)) xe – eq \s\do1(\f(1;2))x)
 dx = 2.

Exercices 20 et 21p365.
II
Loi normale ou loi de Laplace-Gauss

A]
Introduction


B]
Loi normale

Définition :
Une variable aléatoire continue X à valeur dans IR suit une loi normale de paramètre m et ( si sa densité de probabilité est la fonction f définie sur IR par :

f(x) = () eq \s\do1(\f(1;())
 exp x – m )2;2(2)) eq \b(– )
.
La loi de probabilité de la variable aléatoire réelle ( notée var) X est notée N(m,().
Remarque :
On peut vérifier que f est bien une densité de probabilité. En effet f est définie sur IR et y est positive.

On admet que  eq \i\in(\d\ba2()– ;\d\fo1()+SYMBOL 165 \f "Symbol"\h ;  exp( –x2))
 dx =  eq \r(().

Calculons  eq \i\in(\d\ba2()– ;\d\fo1()+SYMBOL 165 \f "Symbol"\h ;  () eq \s\do1(\f(1;())
 exp x – m )2;2(2)) eq \b(– )
d)
x.
On pose le changement de variable t =  eq \s\do1(\f(x – m ; ())
. Ainsi dt =  eq \s\do1(\f(1;())
dx ; c’est pourquoi dx =  eq \r(2)(dt.

On obtient donc  eq \i\in(\d\ba2()– ;\d\fo1()+SYMBOL 165 \f "Symbol"\h ;  () eq \s\do1(\f(1;())
 exp  eq \b(–t2)  eq \r(2)(dt)
 = () eq \s\do1(\f(1;))

 eq \i\in(\d\ba2()–SYMBOL 165 \f "Symbol"\h ;\d\fo1()+SYMBOL 165 \f "Symbol"\h ;  exp( –x2))
 dx =  eq \r(() SYMBOL 180 \f "Symbol"\h  () eq \s\do1(\f(1;))
 = 1.
Ainsi la fonction f est bien une densité de probabilité.
Etude de cette densité :
Tout d’abord on constate que f( x + m ) = f( m – x). En outre l’ensemble de définition est symétrique par rapport à m. Donc la courbe représentative Cf de la fonction f est symétrique par rapport à la droite d’équation x = m.
De plus f(m) = () eq \s\do1(\f(1;())
.
On a aussi  eq \o(lim;\s\do11(x  ( +))
f(x) = 0.

La fonction f est dérivable sur IR et f ‘ (x) = () eq \s\do1(\f(1;())
 (2)) eq \b\bc\[(–  2  eq \b(x – m))
 exp x – m )2;2(2)) eq \b(– )
.

On constate donc que le signe de f ‘ (x) ne dépend que du signe de x – m.
On obtient donc le tableau de variations suivant :
	x
	–SYMBOL 165 \f "Symbol"\h                    m                    +SYMBOL 165 \f "Symbol"\h

	f(x)
	
[image: image1]



Tracer de cette densité :
Le faire avec graphamatica !


C]
Espérance mathématique et écart type

Propriété :

Si X suit une loi normal N(m ,(), alors E(X) = m et V(X) = (2 ; donc ((X) = (.

Démonstration :

Tout d’abord pour l’espérance.

E(X) =  eq \i\in(\d\ba2()– ;\d\fo1()+SYMBOL 165 \f "Symbol"\h ;  () eq \s\do1(\f(1;())
 xexp x – m )2;2(2)) eq \b(– )
d)
x. On pose le changement de variable t =  eq \s\do1(\f(x – m ; ()).

Donc dt =  eq \s\do1(\f(dx ; ()), c’est pourquoi dx = (dt.

Ainsi E(X) =  eq \i\in(\d\ba2()– ;\d\fo1()+SYMBOL 165 \f "Symbol"\h ;  () eq \s\do1(\f(1;())
  eq \b(m + (t) exp ( –  eq \s\do1(\f(t2;2))) (dt)
.
= () eq \s\do1(\f(1;))
  eq \i\in(\d\ba2()– ;\d\fo1()+SYMBOL 165 \f "Symbol"\h ;  m exp 2;2)) eq \b(– )
 )
dt + () eq \s\do1(\f((;))
  eq \i\in(\d\ba2()– ;\d\fo1()+SYMBOL 165 \f "Symbol"\h ;  t exp 2;2)) eq \b(–)
 )
dt. = mI + J.
On a vu précédemment que I = 1.
En outre la fonction intégrée dans l’intégrale J est impaire, c’est pourquoi J = 0.

Donc E(X) = m !!!

On procède de même par intégrations par parties successives pour la variance !!!

D]
Calculs pratiques



1)
Propriété

Définition :

Soit X une var qui suit la loi N(0,1). On appelle cela la loi normale centrée réduite.

Propriété :
Si la variable aléatoire X suit la loi normale N(m,(), alors la var T =  eq \s\do1(\f(X – m ; ()) suit la loi normale centrée réduite.


2)
Calcul de probabilité à l’aide de table

Remarque :

La fonction de répartition de la loi centrée réduite se note généralement (.

Les valeurs de ((t) se lit dans une table ou dans la calculatrice.

Calcul de probabilités :
· P  eq \b(T  a)
 = ((a).

Faire une figure.

· P  eq \b(T > a) = 1 – ((a).

Faire une figure.

· P  eq \b(a < T  b)
 = ((b) – ((a).
Faire une figure.

· P  eq \b(–a < T  a)
 = 2((a) – 1.

Remarque :

La table ne donne pas les valeurs de ((t) pour les t négatifs, mais on utilise alors ((–t)=1–((t).

Exercices 4, 4, 5 et 6p362.
Exercices 9, 12 et 13p363.

Exercice 15p364.

Exercice 22p365.

Exercices 24 et 25p366.


E]
Approximation d’une loi binomiale par une loi normale

Propriété :

Pour n suffisamment grand, on peut remplacer les probabilités associées à la loi binomiale B(n,p) par celles de la loi normale N(m,() avec m = np et ( =  eq \r(npq).

Démonstration :

ADMIS

Exemple :

Avec la loi B(50, eq \s\do1(\f(1;2))) on a P  eq \b(X  20)
 SYMBOL 187 \f "Symbol"\h 0,1013. m = np = 50 SYMBOL 180 \f "Symbol"\h  eq \s\do1(\f(1;2)) = 25 et ( =  eq \r(50   eq \s\do1(\f(1;2)) SYMBOL 180 \f "Symbol"\h  eq \s\do1(\f(1;2)))
 =  eq \r()
. Donc on approxime cette loi avec la loi N(25 eq \r(,)
).
On a alors  eq \b(X  20)
 SYMBOL 187 \f "Symbol"\h 0,0787.

Exercices 30, 31 et 32p369.
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