Chapitre 10

Terminale S


[image: image1.bmp]PROBABILITES
I
Rappels (voir cours 1ière S)
Exercices: 2, 3, 5, 9 p269-270
II
Probabilités conditionnelles

2.1. Exemple introductif
Un joueur tire, au hasard, une carte d'un jeu de 32 cartes.
On considère les événements suivants :
F ( "la carte tirée est une figure"
R ( "la carte tirée est un roi"

1) Calculer P(F), P(R) et P(R ( F) ( où P désigne la probabilité correspondant à l'équirépartition )
( rappels : équirépartition = toutes les issues sont équiprobables )
2) Le joueur affirme : "la carte tirée est une figure". Quelle est alors la probabilité que ce soit un roi ?

La probabilité PF(R) s'appelle la probabilité conditionnelle de R par rapport à F. On la note parfois P(R|F) où R|F représente l'événement "R est réalisé" sachant que F est réalisé. (Cette dernière notation étant déconseillée car ne faisant pas ressortir le fait que l'on a une nouvelle probabilité).
Nous remarquons que :
PF(R) ( 


Généralisons ce résultat :
Définition Probabilité conditionnelle:

 

Soit une expérience aléatoire d'univers ( (avec ( de cardinal fini), P une probabilité sur (  et B un événement tel que P(B) ( 0. La probabilité que A se réalise sachant que B est réalisé est le nombre noté PB(A) défini par:
 


P(A/B)=PB(A) ( 


(se lit probabilité de A sachant B)
Remarques : 

· la relation ci-dessus est très utile également dans l'autre sens :
P(A ( B) ( PB(A) P(B)  ( PA(B) P(A) 

· l'événement contraire de A/B est 

/B ("A n'est pas réalisé" sachant que B l'est).

· cas particulier : si A ( B, alors P(A) ( P(B) et P(A ( B) ( P(A). 


D'où :
 PB(A) ( 


Exemples :

· Un élève sérieux de terminale a 80% de chance d'avoir son Bac au mois de juin. Pendant les grandes vacances qui suivent, il passe un concours pour intégrer une école. Le concours est ouvert à tous les élèves (bacheliers ou non) mais notre candidat a 60% de chance d'être admis dans cette école s'il est bachelier et 30% sinon.


Notons B l'événement "l'élève réussi son Bac" et A l'événement "l'élève est admis dans l'école".


Quelle est la probabilité que l'élève réussisse son bac et soit admis à son école ?

· Le tiers d'une population a été vacciné contre une maladie. Au cours d'une épidémie, on constate que, sur  quinze malades, il y a deux personnes vaccinées. Le vaccin est-il efficace ?

Pour le savoir, on compare la probabilité d'être malade (notée P(M)) avec celle d'être malade sachant que l'on a été vacciné (notée PV(M)). 

Par hypothèse, on a : 
P(V) (


 et 
PM(V) ( 

Exprimer PV(M) en fonction de P(M) puis conclure.
On suppose, de plus, que sur cent personnes vaccinées, huit sont malades. Quelle est la proportion de malades dans la population ?


Il y a donc        % de malades.

· Un homme rend visite à une famille ayant deux enfants. L'un des deux enfants, un garçon, ouvre la porte, quelle est alors la probabilité que les deux enfants soient des garçons ?

Considérons l'expérience aléatoire suivante : choisir au hasard une famille de deux enfants et regarder si ce sont des garçons ou des filles. L'univers associé comporte 4 issues possibles : ( ( {FF, FG, GF, GG} où, par exemple, FG est l'événement "l'aînée est une fille, le cadet est un garçon". Statistiquement, on peut considérer ces quatre événements comme équiprobables. Notons A l'événement "les deux enfants sont des garçons" et B l'événement "un des deux enfants est un garçon".


On a :
A ( {GG}  et  B ( {FG, GF, GG}


Il s'agit donc de calculer :
PB(A)  ( 


III
Probabilités totales

1 Réunion d'événements incompatibles
Si un événement B est la réunion des événements A1, A2, …., An, incompatibles deux à deux, alors 

P(B)= P(A1) + P(A2)+….+ P(An)

Rappel : 2 évènements incompatibles sont 2 évènements qui ne peuvent pas se réaliser en même temps( A(B = ( )
2
Formule des probabilités totales
Théorème
Soit ( un univers muni d'une probabilité P.

Si des parties B1, B2, ... , Bn, de probabilités non nulles, constituent une partition(1) de (, alors pour tout événement A, on a : 

P(A) (

( 


Illustration sur un arbre :

Remarques :
On a en particulier : P(A) ( P(A ( B) ( P(A ( 

)
Exemples :

· Reprenons l'exemple de notre élève qui passe son bac et son concours. On rencontre cet élève au mois de septembre et il nous dit qu’il a été admis à l'école. Quelle est la probabilité qu’il ait son bac ?

Nous devons calculer :
PA(B) 
· Reprenons l'exemple de l'épidémie et cherchons la probabilité qu'une personne non vaccinée tombe malade.

Nous cherchons donc 

. Il est clair que les événements V et 

 constituent une partition de l'ensemble de la population. D'après la formule des probabilités totales, on a : 

P(M) ( PV(M) P(V) + 

P(

)

D'où :


 (
· Le feu tricolore. Un automobiliste arrive à proximité -disons une dizaine de mètres- d'un feu tricolore et aucun véhicule ne le précède. On suppose que, si le feu est vert à ce moment là, l'automobiliste décide de passer avec une probabilité de 99/100. Si le feu est orange, l'automobiliste décide de passer avec une probabilité de 3/10 et enfin si le feu est rouge, l'automobiliste décide de passer avec une probabilité de 1/100 (quelques fous...). Le cycle du feu tricolore dure une minute : vert : 25s, orange : 5s et rouge : 30s.

Quelle est la probabilité que l'automobiliste passe sans s'arrêter à ce feu tricolore ?
Notons A l'événement "l'automobiliste passe sans s'arrêter au feu" et V (resp. O et R) ( "le feu est vert (resp. orange et rouge)"

Comme V ( O ( R ( ( (union disjointe), on a : P(A) ( PV(A)P(V) ( PO(A)P(O) ( PR(A)P(R)

donc P(A) =
Exercices : 17, 22 p271
IV
Indépendance

1
Définition

Définition:
Soit P une probabilité sur un univers (. 

 

On dit que deux événements A et B (de probabilités non nulles) sont P-indépendants
 

lorsque la réalisation (ou non) de l'un n'a pas d'influence sur la probabilité de réalisation de
 

l'autre : 

PB(A) ( P(A) ou PA(B) ( P(B)
On convient qu'un événement A tel que P(A) ( 0 est P-indépendant de tout autre.


Conséquence : soient A et B des événements tels que P(A) ( 0 et P(B) ( 0.
· Si A et B sont indépendants, alors :

P(A ( B) ( PB(A) P(B) ( P(A) P(B)

· Réciproquement, si P(A ( B) ( P(A) P(B) alors on a :

PB(A) P(B) ( P(A) P(B) d'où PB(A) ( P(A)

PA(B) P(A) ( P(A) P(B) d'où PA(B) ( P(B)

Les événements A et B sont donc indépendants.

Ce qui fournit un bon critère pour savoir si deux événements sont indépendants 
 Théorème:
Deux événements A et B sont P-indépendants si et seulement si P(A ( B) ( P(A) P(B)

2)
Expériences indépendantes

Exemples :
· On lance deux dés et on désigne par A l'événement "le premier dé amène un nombre pair", par B l'événement "le deuxième dé amène un nombre impair" et par C l'événement "les deux dés amènent un nombre pair".

On a :
P(A) ( 

; P(B) ( 

 ; P(C) ( 

 ; P(A ( B) ( 

 ; P(A ( C) ( 

 ; P(B ( C) ( 0. (Arbres)

On conclut : 
A et B sont indépendants ; A et C sont dépendants ; B et C sont dépendants.

· On lance une pièce deux fois de suite et on considère les événements A1 ( "FACE au premier lancer" et A2 ( "FACE au second lancer". On a ( ( {FF ; FP ; PF ; PP} et on calcule P(A1) ( 0,5 ; P(A2) ( 0,5 et P(A1 ( A2) ( 0,25. Les événements sont indépendants, ce qui est rassurant.
· Deux événements A et B incompatibles et de probabilités non nulles sont toujours dépendants puisque P(A ( B) ( 0 et P(A).P(B) ( 0.
· L'événement ( est indépendant de tout événement A puisque P(A ( () ( P(A) ( P(A) ( 1 ( P(A)P(().
Remarque : il faut être méfiant avec la notion d'indépendance. Deux événements peuvent intuitivement sembler indépendants sans pour autant l'être après calculs. Par exemple, considérons l'expérience suivante: 

Quatre lots sont répartis entre 5 personnes P1, ... , P5 de la façon suivante : chaque lot est attribué par tirage au sort d'une personne parmi les 5.(tirage avec remise)
L'univers ( de cette expérience aléatoire est l'ensemble des listes de 4 éléments de {P1 ; ... ; P5}. Il y en a 54.

Pour tout entier k tel que 1 (  k (; 5, notons Ek l'événement décrit par "la personne Pk ne reçoit aucun lot". 

Les événements Ek , sont-ils indépendants ? Réponse : non. 

En effet, soient h et k distincts compris entre 1 et 5. 

L'événement Ek est constitué des listes de 4 éléments de l'ensemble {P1 ; ... ; P5} \ {Pk}. Il y en a 44. 

Avec la probabilité équirépartie P sur (, on a : 

P(Ek) ( 


 De même :
P(Eh) ( 


Par ailleurs Ek ( Eh est constitué des listes de 3 éléments de l'ensemble {P1 ; ... ; P5} \ {Pk ; Ph}. Il y en a 34. 

Donc
P(Ek ( Eh) ( 


D'où 
P(Ek ( Eh) ( P(Ek).P(Eh)
donc les événement ne sont pas indépendants.
Généralisation à n événements :


A1, A2, ..., An sont dits mutuellement indépendants lorsque pour toute famille d'indices 1 ( k ( n


( 


Remarque:

Il ne faut pas confondre avec l'indépendance deux à deux :
A1,.., An sont dits 2 à2 indépendants lorsque pour tous i et j vérifiant 1 ( i < j ( n :P(Ai ( Aj) ( P(Ai)P(Aj)
Des événements mutuellement indépendants le sont aussi deux à deux, mais la réciproque est fausse :
 il suffit de considérer le lancer de deux pièces de monnaie (bien équilibrées), les événements A : "on obtient PILE au premier lancer", B : "on obtient PILE au second lancer" et C : "on obtient le même côté aux deux lancers". On vérifie facilement à l'aide d'un arbre que P(A) ( P(B) ( P(C) ( 0,5

 puisque P(A ( B) ( P(A ( C) ( P(B ( C) ( 0,25 donc A, B et C sont deux à deux indépendants et pourtant P(A ( B ( C) ( 0,25 et P(A)P(B)P(C) ( 0,125 
donc A, B et C ne sont pas mutuellement indépendants.

Exercice :
Soient A et B deux événements indépendants. 

 et B sont-ils indépendants ?
 Et 

 et 

?

3)
Indépendance de variables aléatoires
Définition: 


Soient X et Y deux variables aléatoires définies sur un univers ( telles que X(() et Y(() soient finis.

Notons x1, ..., xn et y1, ..., yp les valeurs de X et Y.

On dit que X et Y sont des variables aléatoires indépendantes lorsque :

pour tout 1 ( i ( n et tout 1 (j ( p, les événements "X ( xi" et "Y ( yj" sont indépendants

Remarque:Dans ce type de situations (où deux variables aléatoires sont en jeu), il est utile de dresser un tableau à 2 entrées.

Exemple :

On lance deux dés bien équilibrés. On note S la somme des résultats obtenus et P le produit.

Donner, sous forme de tableau la loi de probabilité du couple (S, P).

Les variables aléatoires S et P sont-elles indépendantes ?

Dressons tout d'abord deux petits tableaux donnant les différentes possibilités de sommes et de produits :








Loi du couple (S, P) :


Les variables aléatoires S et P ne sont pas indépendantes. En effet :

P("S ( 2" ( "P ( 2") ( 0

P(S ( 2)P(P ( 2) ( 

( 

 ( 0
Exercices :27, 29, 30, 33 p272
4)
Modélisation d'expériences. Répétition d'expériences indépendantes
Voici trois règles pratiques pour calculer des probabilités directement sur des arbres (règles qui sont en relation avec des résultats du cours ci-dessus) :


Exemple de situation où l'on réitère deux fois une expérience comportant deux issues A et B contraires l'une de l'autre. On note A1 (resp. A2) l'événement "A se réalise à la première (resp. deuxième) expérience". Mêmes notations pour B. L'univers associé à cette situation comporte 4 issues : 
( ( {A1A2 ; A1B2 ; B1A2 ; B1B2}
Règle1 : la somme des probabilités des branches partant d'une même racine est toujours égale à 1 :

Exemple : P(A1) ( P(B1) ( 1  (ceci provient du fait que A et B sont contraires)

Règle2 : la probabilité d'un chemin est égale au produit des probabilités des branches de ce chemin :

Exemple : la probabilité du chemin A1 - A2 est : P(A1 ( A2) ( P(A2/A1) P(A1)
 (formule de probabilité conditionnelle)

Règle3 : la probabilité d'un événement est la somme des probabilités des chemins correspondant à cet événement.

Exemple : La probabilité de l'événement "obtenir exactement une fois A" est : P(A1 ( B2) ( P(B1 ( A2)


Lien avec l'indépendance : si on suppose que les deux expériences se déroulent de manière indépendante. On a alors l'arbre suivant :

La probabilité du chemin A1 - A2 sera donc P(A1)P(A2)
Cas particulier à connaître : si on répète n fois, de manière indépendante une expérience. La probabilité p qu'un événement A de cette expérience se réalise n fois sera : p ( (P(A))n.
Exemple :

On lance un dé n fois (n ( N*). Comment choisir n pour que la probabilité pn d'obtenir au moins un 6, au cours des n lancers, soit supérieure ou égale à 0,95 ?

Notons :
A ( "on obtient au moins un 6 au cours des n lancers"

On a :


( "on obtient aucun 6 au cours des n lancers"

L'événement 

 se réalise, si et seulement si, pour chacun des n lancers (qui sont indépendants), on n'obtient pas de 6. D'après le cas particulier vu ci-dessus, on a :

( 


D'où :
pn ( P(A) ( 1 (


On cherche maintenant n tel que :
pn ( 0,95 

1 (

( 0,95



(  0,05

La fonction ln étant croissante sur ]0, (([, cette dernière inéquation équivaut à :  n ln 

( ln 0,05

Et puisque ln 

< 0 (car 

( ]0, 1[), on a :  n ( 


La calculatrice donne :


≈ 16,4 à 10(1 près

Et comme n est un entier  on doit donc lancer le dés au moins 17 fois pour être sûr à 95% d'obtenir au moins un 6.
Exercices :41 p274, 51 p275, 54 p 276, 59 p 277, 67 p 279, 71 p 281 
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Ne pas confondre l'indépendance et l'incompatibilité de deux événements. 


Par exemple, si on lance un dé et si on considère les événements :


 A ( "obtenir un nombre pair"  et 


B ( "obtenir un nombre impair" 


Alors  A et B sont incompatibles (puisque A ( B ( () et dépendants (puisque P(A) ( P(B) ( 0,5 alors que P(A ( B) ( 0)
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(1) On dit que des parties non vides B1, B2, .... , Bn forment une partition d'un ensemble ( lorsqu'elles sont deux à deux disjointes (Bi ( Bj ( ( ( i ( j) et recouvrent tout l'ensemble ( (B1 ( B2 ( ...( Bn ( ()
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