Rappels en probabilité

Introduction : Définition intuitive de ce qu’est une probabilité :

Ex : 
Les chances de sortir l’as de cœur d’un jeu de 52 cartes.

Les chances pour qu’un individu préfère un parti quelconque lors des prochaines élections. 

Les chances pour qu’une opération dure plus de 2 heures.


Les chances pour qu’un nouveau produit soit un succès.

Une probabilité est un nombre associé à un événement qui représente le pourcentage des chances de réalisation de cet événement. 

Dans certains cas, ce nombre peut être évalué assez facilement. Par exemple, il y a 52 cartes dans un jeu. Lorsqu’on prend une carte au hasard, on aura une chance sur 52 de sortir l’as de cœur. 

Dans d’autre cas, on ne pourra l’évaluer aussi facilement. On pourra par contre se baser sur des statistiques sur des expériences similaires. Par exemple, si les sondages accordent 40% du suffrage à un parti, lorsqu’on prend un individu au hasard, 4 fois sur dix on aura un individu préférant ce parti là. 

Il existe des cas où il est impossible de prévoir de façon exacte quelles sont ces chances, mais on pourra faire appel à un expert pour déterminer une estimation de cette valeur.

On parlera alors de probabilités subjectives.  L’évaluation de ces probabilités demande par contre qu’une certaine cohérence soit respectée. Par exemple, si on juge que les chances au moment d’un accouchement sont égales pour avoir un gars ou une fille on ne pourra pas dire que les chances sont de 75% pour chacun.  Ca ferait 150% des chances d’avoir un gars ou une fille, et on est limité à 100%. Dans les pages qui suivent, on tentera d’établir des bases en vu d’établir cette cohérence.

Concepts de base

Une EXPÉRIENCE est une action qui engendre un résultat. On distingue deux types d’expérience :

EXPÉRIENCE DÉTERMINISTE : Le résultat de  l’expérience est connu avec certitude avant même d’effectuer cette expérience.

   Ex : 
Placer 1 000 $ à la banque à un taux effectif de 6% pendant un an. Ce placement rapportera 60 $ en intérêts à la fin de l’année.

EXPÉRIENCE ALÉATOIRE : Le résultat ne peut être prévu avant de compléter l’expérience.

   Ex : 
Acheter pour 1 000 $ d’action d’une compagnie à la Bourse, et le revendre après un an.  On ne peut prévoir la valeur de ces actions dans un an.

On s’intéresse ici évidemment aux expériences aléatoires. Si on ne connaît pas le résultat d’une expérience aléatoire, on peut par contre imaginer une liste de résultats possibles.

On appelle l’ENSEMBLE FONDAMENTAL (sample space) l’ensemble de tous les résultats possibles d’une expérience aléatoire.  Cet ensemble est habituellement noté par la lettre grecque OMEGA : (.

Pour déterminer l’ensemble fondamental, il est important que l’expérience soit bien définie.

Ex : 
1) On lance un dé et on observe le chiffre apparaissant sur la face supérieure du dé; ( = {1, 2, 3, 4, 5, 6}


2) On lance 2 pièces de monnaie. 


Cet énoncé ne suffit pour décrire l’ensemble fondamental. Il faut ajouter ce qu’on observe :

· Si on compte le nombre de faces :

( = {0, 1, 2}

· Si on regarde le résultat sur la première pièce puis sur la deuxième :

( = {(P,P), (P,F), (F,P), (F,F)}

· Si on mesure la distance entre les deux pièces :

( = L’intervalle des nombres réels positifs : [0, ().

On distingue 2 types d’ensembles fondamentaux :

DISCRET : La différence entre deux résultats différents est toujours très nette. Par exemple le cas du dé. Il y a 6 résultats possibles et ils sont tous très différents.

CONTINU : L’ensemble fondamental est composé d’un ou de plusieurs intervalles. Par exemple le cas où on mesure la distance entre les deux pièces.

Parmi les ensembles fondamentaux discrets, on distingue les cas finis des cas infinis :

Ex : 
Fini : Le résultat du tirage de la Lotto 6/49


( ={(1,2,3,4,5,6), (1,2,3,4,5,7),… (44, 45, 46, 47, 48, 49)}


Il y a exactement 13983816 résultats possibles, pas plus.

Infini : Le nombre de fois qu’il faut lancer une pièce de monnaie avant d’obtenir PILE :

( = {1, 2, 3, 4….}

On ne peut pas dire qu’après n coups on est sûr d’avoir obtenu au moins une fois pile.  Même si on s’attend qu’après une dizaine de jets on aura certainement eu PILE au moins une fois, il est possible d’avoir eu 10 FACES.

On appelle un ÉVÉNEMENT un sous-ensemble de l’ensemble fondamental.  (Ces événements sont habituellement notés avec une lettre majuscule comme A, B, C,.. ou E1, E2, E3…).

Ex : 
On lance 2 pièces de monnaie et on compte le nombre de faces ( = {0, 1, 2}

L’événement : Avoir au moins une fois Pile sera caractérisé par le sous ensemble  {0,1}.

Il y aura dans ce cas là 8 événements possibles :

( (i.e. l’ensemble vide), {0}, {1}, {2}, {0,1}, {0,2}, {1,2}, {0,1,2}.

Définitions d’événements particuliers :

Un ÉVÉNEMENT SIMPLE est un événement ne contenant qu’un seul élément.

Un ÉVÉNEMENT COMPOSÉ  est un événement qui n’est pas simple (i.e. qui contient 0 ou plusieurs éléments).

L’ÉVÉNEMENT IMPOSSIBLE est l’ensemble vide (().

L’ÉVÉNEMENT CERTAIN est l’ensemble fondamental (().

DÉFINITION IMPORTANTE :

ON DIRA QU’UN ÉVÉNEMENT S’EST RÉALISÉ SI LE RÉSULTAT DE L’EXPÉRIENCE ALÉATOIRE FAIT PARTIE DE L’ÉVÉNEMENT.

Il n’y a qu’un seul résultat à l’expérience.  Mais un événement contenant plusieurs résultats peut se réaliser.  Cette notion peut  prêter à confusion.

Ex : Si le résultat du jet des 2 pièces de monnaies est (F,F) alors tous les événements suivants se sont réalisés :
{2}, {0,2}, {1,2} et {0,1,2}.

Ex. : On lance deux dés, et on note par (a,b) le résultat de l’expérience où



A = résultat sur le premier dé,



B = résultat sur le deuxième dé.

· Combien y a-t-il d’élément dans (?

· Combien y a-t-il d’événements possibles?

· Décrire les événements suivants :

· A : Les deux dés donnent un résultat pair chacun;

· B : Le total des deux dés donne 9;

· C : Le premier dé donne 4.

· Parmi les événements A, B et C, lesquels se sont réalisé si le résultat de l’expérience est (4,6)? 

Réponses :

· 36

· 236 = 6 871 947 674

· A = {(2,2), (2,4), (2,6), (4,2), (4,4), (4,6), (6,2), (6,4), (6,6)}

B = {(3,6), (4,5), (5,4), (6,3)}

C = {(4,1), (4,2), (4,3), (4,4), (4,5), (4,6)}

· A et C

Opérations et relations sur les événements

On représente parfois graphiquement les événements au moyen de graphiques appelés diagramme de Venn. L’ensemble fondamental ( est représenté par un rectangle et les sous-ensembles représentant les événements par des régions de ce rectangle.


Ici, le rectangle contient tous les résultats possibles de l’expérience aléatoire. L’événement A est le sous-ensemble comprenant tous les résultats compris dans le grand cercle et les événements B et C ceux compris dans les cercles plus petits.

Réunion d’événements

L’événement C est la réunion des événements A et B (notée C = A(B) si C est l’événement qui contient tous les éléments appartenant à A ou à B ou aux deux événements :


[image: image1.png]



Ici C est représenté par la zone hachurée.

Exemple : Voir exercice de la section 3.2


Si D = A(C Alors 

D = {(2,2), (2,4), (2,6), (4,1), (4,2), (4,3), (4,4), (4,5), (4,6), (6,2), (6,4), (6,6)}.

Remarque : Si A s’est réalisé alors automatiquement A(B s’est réalisé. C’est-à-dire, si le résultat de l’expérience aléatoire est un élément de A alors nécessairement, le résultat de l’expérience se retrouve dans A(B.

Intersection d’événements

L’événement C est l’intersection des événements A et B (notée C = A(B) si C est l’événement qui contient tous les éléments appartenant à A et à B :


[image: image2.png]



Ici C est représenté par la zone hachurée.

Exemple : Voir exercice de la section 3.2


Si D = A(C Alors 

D = { (4,2), (4,4), (4,6)}.

Si E = A(B(C alors E = (
Remarque : Si A(B s’est réalisé alors automatiquement A s’est réalisé et B s’est réalisé aussi. C’est-à-dire, si le résultat de l’expérience aléatoire est un élément de A(B alors nécessairement, le résultat de l’expérience se retrouve dans A et dans B aussi.

Complément 

L’événement C est le complément de l’événement A (noté C =
[image: image3.wmf]A

, et parfois A’ ) si C est l’événement qui contient tous les éléments de ( n’appartenant pas à A:
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Ici C est représenté par la zone hachurée.

Remarques : 
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Relation d’inclusion

On dira que A implique B (ou que A est inclus dans B et noté 
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) si tous les éléments de A appartiennent aussi à B.


Remarques : 

· 
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Incompatibilité

Les événements A et B sont dit incompatibles (ou mutuellement exclusifs) si 
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Exhaustivité

Les événements A et B dont exhaustifs si 
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. La notion d’exhaustivité n’est pas limitée à deux événements. On pourra avoir toute une série d’événements, si leur réunion recouvre complètement (, alors on dira qu’ils sont exhaustifs.

Remarques : 

· A et 
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 sont des événements exhaustifs.

· A, B, 
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 sont des événements exhaustifs.

· Ces deux dernières relations vont permettre de voir un ensemble fondamental ( comme une série d’événements disjoints sur lesquels on pourra faire des calculs.

Événements mutuellement exclusifs et exhaustifs (M.E.E.)

Les événements E1,E2,…,En,… sont mutuellement exclusifs si
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2) 
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Les événements E1,E2,…,En,… sont mutuellement exclusifs et exhaustifs si
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3) 

 EMBED Equation.3  
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On peut dire aussi que les événements E1,E2,…,En,… forment une partition de (.

Cela revient à dire que l’ensemble ( est découpé en événements E1,E2,…,En,… et qu’au moment de faire des calculs de probabilité, on pourra s’intéresser à chacun de ces événements de façon isolée et de réunir les résultats à la fin.

Exemple : On lance un dé et on s’intéresse au chiffre sur la face supérieure du dé :

(={1,2,3,4,5,6}


[image: image25.wmf]{

}

{

}

{

}

{

}

{

}

{

}

ï

ï

ï

ï

þ

ï

ï

ï

ï

ý

ü

=

=

=

=

=

=

6

5

4

3

2

1

6

5

4

3

2

1

E

E

E

E

E

E

 sont des événements M.E.E..

Propriétés des opérations sur les événements :

La réunion et l’intersection sont commutatives, i.e. 
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La réunion et l’intersection sont associatives, i.e. 
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 Par contre il ne  faut pas mélanger les opérations, i.e.
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On utilisera alors la distributivité pour ces opérations mélangées :
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Ces propriétés sont vérifiables à l’aide d’un diagramme de Venn.

Définition mathématique d’une probabilité

La définition et ses implications:

Nous avons vu dans l’introduction ce que devrait être une probabilité. Nous posons ici les cadres théoriques qui font que les calculs seront cohérents.

· Soit ( un ensemble fondamental, et E1, E2,…, En,… une « famille » d’événements  non nécessairement mutuellement exclusifs et exhaustifs de (.

· Soit P une fonction qui associe à chaque événement Ei un nombre dans l’intervalle [0,1].

Si
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3) Si Ei et Ej sont disjoints alors 
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Alors P est une fonction de probabilité.

Cette définition permet de poser les théorèmes suivants. Les démonstrations suivent :

Théorème 1 : 
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Théorème 2 : 
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Théorème 3 : 
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Théorème 4 :
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Théorème 5 : 
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Le premier théorème ne dit que si le sous ensemble associé à l’événement ne contient aucun élément, alors il n’y a aucune probabilité.

Le deuxième dit que si un ensemble contient les mêmes éléments qu’un autre et même plus, alors sa probabilité sera nécessairement au moins aussi grande.

Le troisième dit que par exemple si on a 40% des chances qu’un événement se produise, alors on aura 60% des chances pour qu’il ne se produise pas.

Ces trois théorèmes sont relativement évidents.

Le cinquième théorème est une généralisation du quatrième, et on peut généraliser encore à plusieurs événements.

Le quatrième est le plus important. Il dit que lorsqu’on calcule la probabilité associée aux éléments constituant la réunion de deux ensembles, on additionne les probabilités des éléments du premier ensemble à celles des éléments de deuxième ensemble. On doit alors soustraire les probabilités comptées deux fois, i.e. celles des éléments apparaissant dans l’intersection des deux ensembles.

Ex : 
Considérons l’expérience qui consiste à tirer au hasard une carte d’un jeu de 52. Soit les événements suivants :

A : La carte est rouge : P(A)=1/2.

B : La carte est un as : P(B)=1/13.
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La carte est rouge ou est un as. Cet événement contient les 26 cartes rouges plus l’as de pique et l’as de trèfle, donc 28 cartes au total.
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 : La carte est un as rouge. Cet événement contient seulement les as de cœur et de carreau.
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Démonstrations : (Les démonstrations ne sont pas nécessaires pour la compréhension de la suite.)

Théorème 1 : 
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 par la 3ème propriété des probabilités. 

Donc 
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Théorème 2 : 
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 , i.e. on a divisé B en deux sous-ensembles disjoints pour pouvoir en additionner les probabilités. 
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Théorème 3 : 
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, d’où le résultat.

Théorème 4 :
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On commence par décomposer 
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 en deux ensembles disjoints : A et 
[image: image61.wmf]A

B

Ç

.

On se sert de la 3e propriété des probabilités pour écrire 
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On peut aussi diviser B en deux ensembles disjoints :
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Et donc 
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Et en remplaçant cette expression dans la précédente on obtient : 
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Pour le théorème 5, la démonstration est assez similaire.

Hypothèse d’équiprobabilité

Lorsque tous les éléments constituant ( ont la même chance d’être le résultat de l’expérience aléatoire, on parle d’hypothèse d’équiprobabilité ; i.e. si ( contient n éléments distincts : 
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Cette situation quoique assez fréquente n’est pas toujours vérifiée.

Exemples de cas où l’hypothèse d’équiprobabilité est vérifiée :

1. Prendre une carte d’un jeu de 52 et observer sa couleur ou sa force.

2. Lancer un dé équilibré et observer le chiffre sur le dessus.

3. Tirage à la loterie.

4. Prendre un individu au hasard dans une population de N individus, chacun aura une probabilité 1/N d’être sélectionné.

5. Prendre une pièce au hasard dans la production pour inspection. Chaque pièce aura la même chance d’être celle sélectionnée.

Exemples de cas où l’hypothèse d’équiprobabilité n’est pas vérifiée :

1. Prendre une carte d’un jeu de 52 et observer s’il s’agit d’une figure ou non.

2. Lancer un dé non-équilibré et observer le chiffre sur le dessus.

3. Prendre un individu au hasard dans une population et lui demander le nom de son député par exemple. Puisque les comtés sont de dimension variable, chaque député n’aura pas la même probabilité d’être sélectionné.

4. Lorsque l’ensemble ( est infini.

Dans ce cas particulier, pour évaluer la probabilité d’un événement A, il suffit de compter le nombre d’éléments dans les ensembles A et (, et :
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ou comme on l’exprime souvent :
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Exemple récapitulatif

À la suite d’une enquête menée dans une population de 2 400 individus, on a établi qu’elle était divisée de la façon suivante selon l’âge et le sexe :

	Classe d’âges
	Femmes
	Hommes

	[0, 20)
	200
	200

	[20,40)
	400
	400

	[40,60)
	500
	300

	[60,120)
	300
	100


On sélectionne au hasard un individu dans cette population et on note son sexe et sa classe d’âge.  Considérons les événements suivants :

F : L’individu sélectionné est une femme.

H : L’individu sélectionné est un homme.

M2 : L’individu sélectionné a moins de 20 ans.

M4 : L’individu sélectionné a moins de 40 ans.

M6 : L’individu sélectionné a moins de 60 ans

P2 : L’individu sélectionné a au moins 20 ans.

P4 : L’individu sélectionné a au moins 40 ans.

P6 : L’individu sélectionné a au moins 60 ans.

Si on note par 0, 2, 4 ou 6 la classe d’âge, l’ensemble ( peut être représenté par les huit éléments suivants : ( = {F0, F2, F4, F6, H0, H2, H4, H6}.

L’événement M4 peut être décrit par l’ensemble {F0, F2, H0, H2}.

L’événement P6 peut être représenté par l’ensemble {F6, H6}.

Si l’individu sélectionné est un homme de 32 ans, alors les événements suivants se sont réalisés : H, M4, M6 et P2.

Les réunions 

F(M4 = {F0, F2, F4, F6, H0, H2}

H(P6 = {F6, H0, H2, H4, H6}

Les intersections :

F(M6(P2 = {F2, F4}

H(M2(P6 = (
Les compléments :


[image: image71.wmf]H

F

=

 et 
[image: image72.wmf]2

2

P

M

=


Probabilités conditionnelles et indépendance

Probabilités conditionnelles :

Situation : Soit ( un ensemble fondamental et A, B, C,… des événements de (. Et disons qu’on connaît les probabilités P(A), P(B), P(C)… Maintenant, un informateur nous dit que A s’est réalisé. On cherche alors les nouvelles probabilités de A, B, C,…

Exemple : On lance un dé équilibré. ( = {1,2,3,4,5,6}. Soit les événements suivants :



A = {1, 2, 3}
P(A) = ½.



B = {2, 4, 6}
P(B) = ½ .



C = {3, 5}
P(C) = 1/3.

Maintenant on vous assure que C s’est réalisé. C’est donc que le résultat est soit 3 soit 5. Il est donc impossible que B se soit réalisé et la nouvelle probabilité de B est rendue = 0. 

Pour que A se réalise, parmi les résultats possibles (qui sont maintenant 3 et 5) il faudrait que se soit le 3. On aura donc une chance sur 2 pour que A se réalise sachant que C s’est réalisé.

Dans le cas où l’hypothèse d’équiprobabilité s’applique, on écrivait que pour un événement A :
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Si on sait maintenant qu’un événement B s’est réalisé, le nombre de cas possibles se trouve diminué au nombre d’éléments dans B. 

Les cas favorables sont donc  tous ceux qui se trouvent dans A mais aussi dans B, car s’ils ne sont pas dans B, ils ne peuvent pas être considérés comme possibles. Ça nous laissera donc la formule suivante (On note par P(A/B) la probabilité pour que A se réalise sachant que B s’est réalisé) :
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En divisant le numérateur et le dénominateur par le nombre d’éléments dans (, on trouve :
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C’est la définition que nous utiliserons pour décrire la probabilité pour que l’événement A se réalise sachant que l’événement B s’est réalisé. Elle demeure valable, même si l’hypothèse d’équiprobabilité n’est pas vérifiée.

Quelques formules utiles :

1) 
On sait que 
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. Donc
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2) De la même façon, on peut écrire 
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3) 
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4) Les règles vues dans les sections précédentes peuvent s’adapter :

· 
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· 
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Exemple : Un cours est donné à trois groupes différents :

· Groupe A : Il y a  autant de gars que de filles ;

· Groupe B : Il y a 2 fois plus de gars que de filles ;

· Groupe C : Il y a 60% de filles et 40% de gars.

a) On choisit un groupe au hasard, et dans ce groupe on choisit 1 personne. Quelle est la probabilité pour que ce soit une fille ?

b) Si le groupe B a une chance sur deux d’être choisi et que chacun des deux autres groupes à une chance sur 4 d’être choisi, quelle est la probabilité pour que la personne sélectionnée soit une fille ?

Solution :

Soit les événements suivants :

A : Le groupe choisi est le groupe A ;

B : Le groupe choisi est le groupe B ;

C : Le groupe choisi est le groupe C ;

F : La personne sélectionnée est une fille.

a) Si le groupe est choisit au hasard, on a alors 
[image: image85.wmf].
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 De plus, on sait que P(F/A) = ½, P(F/B)=1/3 et P(F/C)=3/5. On cherche P(F) :
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b) La différence vient ici de P(A)=P(C)=¼ et P(B)=1/2. On cherche P(F) :
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Exemple 2 : On dispose de deux urnes contenant des boules blanches et des boules noires. L’urne A contient 5 boules noires et 6 boules blanches. L’urne B contient 7 boules noires et 4 boules blanches. On tire une boule de l’urne A et on la place dans l’urne B sans la regarder. On tire ensuite une boule de l’urne B.

a) Quelle est la probabilité pour que la deuxième boule tirée soit blanche ?

b) Quelle est la probabilité pour que la première boule tirée soit blanche si la deuxième l’est ?

Solution :
Soit les événements suivants :

N1 : La première boule est noire ;
B1 :La première boule est blanche ;

N2 : La deuxième boule est noire ;
B2 :La deuxième boule est blanche ;

a) On cherche P(B2). B2=(B2(B1) ( (B2(N1).
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b)
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Exemple : La durée d’une activité est assez dépendante de la température. S’il fait beau pendant les deux premiers jours de l’activité, le temps nécessaire pour compléter l’activité sera de 2 à 4 jours avec les probabilités présentées dans le tableau suivant. Si par contre il pleut, il se peut que la durée soit prolongée et les probabilités sont aussi données dans le tableau.

	Durée de l’activité

(En jours)
	Probabilités

	
	Par temps sec
	Avec pluie

	2
	0,3
	0,1

	3
	0,6
	0,1

	4
	0,1
	0,2

	5
	0
	0,4

	6
	0
	0,1

	7
	0
	0,1


Si la météo annonce 70% de chance de pluie au cours des 2 prochains jours, déterminer la probabilité pour que l’activité dure plus de 3 jours.

Solution :
Soit A l’événement «l’activité va durer  plus de 3 jours»,

et P l’événement «Il va pleuvoir au cours des 2 prochains jours» .

On cherche P(A).
On sait que 
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Remarque : La stratégie consistant à découper l’ensemble fondamental en événements disjoints (une partition de () et d’examiner les probabilités conditionnelles dans chaque cas est très couramment utilisée dans le calcul de la probabilité d’un événement. On verra plus tard que comment recalculer la probabilité de chacun des événements de la partition sachant la réalisation de l’événement en question. Par exemple ici, comment déterminer la probabilité pour qu’il ait plu si ça a pris 3 jours pour compléter l’activité.

Indépendance

Définition : Deux événements A et B sont indépendants si  P(A/B) = P(B).

Cela s’interprète comme suit : Le fait de savoir que B s’est réalisé ne modifie pas les chances pour que A se réalise.

Conséquences : 

1) 
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Si A et B sont indépendants, alors :



[image: image102.wmf])

(

)

(

)

(

)

(

)

(

)

(

B

P

A

P

B

A

P

B

P

B

A

P

A

P

×

=

Ç

Þ

Ç

=



C’est la principale conséquence de l’indépendance en probabilité.

2) Si A et B sont indépendants, 
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3) Si A est indépendant de B alors les compléments aussi sont indépendants, 

Dem. : 
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REMARQUE : Il ne faut pas confondre INCOMPATIBLE et INDÉPENDANT.

Incompatible : P(A(B) = 0

Indépendant : P(A(B) = P(A)(P(B).

Exemple : On tire une carte d’un jeu de 52 cartes et on considère les événements suivants :

R : La carte est rouge.

A : La carte est un as.

Est ce que les événements A et R sont indépendants ?

Réponse : Oui car P( R ) = 1 / 2, P(A) = 1/13 et P(A(R)=2/52.

Exemple : Une urne contient 10 boules noires et 5 boules blanches. On tire une première boule de l’urne. On remet cette boule dans l’urne et on en tire une deuxième. On considère les événements suivants :

N1 : La première boule est noire ;
B1 : La première boule est blanche ;

N2 : La deuxième boule est noire ;
B2 : La deuxième boule est blanche ;

Les événements R1 et B2, R1 et R2, B1 et B2 ainsi que B1 et B2 sont indépendants 2 à 2.

Par contre, les événements R1 et B1 ainsi que R2 et B2 ne sont pas indépendants 2 à 2.

Remarque : L’indépendance de trois événements entre eux n’est pas automatique. On peut très bien avoir qu’un événement A est indépendant d’un événement B, l’événement B indépendant d’un événement C et A et C non-indépendant entre eux (on dit dans ce cas qu’ils sont dépendants).

Il suffit de penser que si A et B sont indépendants entre eux, B est indépendant de 
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, et pourtant, A et 
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sont incompatibles et donc dépendants.

On pourrait même avoir que A et C sont indépendants mais que le triplets des trois événements ne forme pas un trio d’événements indépendants. Pour que ces trois événements soient indépendants entre eux, il faudrait qu’en plus : 

 P(A(B(C)=P(A)(P(B)(P(C)

Exemple : Une entreprise est divisée en 3 départements appelés A, B et C. Dans chaque département il y a 8 employés réguliers et 2 contremaîtres. Pour faciliter les vacances et congés de chacun, chaque contremaître est attaché à 2 départements : Albert est affecté aux départements A et B. Bernard est affecté aux département B et C et Claude est affecté aux départements A et C.  

Ce qui fait un total de 27 employés dans ces départements. Il y a 73 autres employés affectés aux autres départements dans l’entreprise, pour un grand total de 100 employés. On sélectionne un employé au hasard dans l’entreprise, et on considère les événements suivants :


A : L’employé est  rattaché au département A ;


B : L’employé est  rattaché au département B ;


C : L’employé est  rattaché au département C.

Il y a 8 employés réguliers rattachés au département A en plus d’Albert et de Claude donc 10 au total. Cela implique que P(A) = 10/100 = 0,1.

Il y a 8 employés réguliers rattachés au département B en plus d’Albert et de Bernard donc 10 au total. Cela implique que P(B) = 10/100 = 0,1.

Il y a 8 employés réguliers rattachés au département C en plus de Bernard et de Claude donc 10 au total. Cela implique que P(C) = 10/100 = 0,1.

Il y a une seule personne rattachée aux départements A et B (Albert), donc P(A(B)=1/100 ; ce qui correspond à P(A)(P(B), on peut donc dire que A et B sont indépendants entre eux.

Il y a une seule personne rattachée aux départements A et C (Claude), donc P(A(C)=1/100 ; ce qui correspond à P(A)(P(C), on peut donc dire que A et C sont indépendants entre eux.

Il y a une seule personne rattachée aux départements B et C (Bernard), donc P(B(C)=1/100 ; ce qui correspond à P(B)(P(C), on peut donc dire que B et C sont indépendants entre eux.

Il n’y a personne qui est rattaché aux trois départements donc P(A(B(C)=0, ce qui ne correspond pas à P(A)·P(B)·P(C)=0,001. On ne peut donc pas dire que A, B et C sont indépendants entre eux.

La formule de Bayes

La formule de Bayes est utilisée pour retrouver les probabilités de chacun des événements d’une partition d’un ensemble fondamental ( lorsque de l’information nouvelle est disponible. 

Soit E1, E2,…, En une partition d’un ensemble fondamental ( telle que les probabilités P(E1), P(E2),…, P(En) soient connues.

Soit F un événement dans ( tel que les probabilités conditionnelles P(F/E1), P(F/E2),…, P(F/En) soient connues.

On a vu plus tôt que
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Si maintenant, on obtient l’information que l’événement F s’est réalisé. On aimerait connaître quelles sont les nouvelles probabilités P(E1), P(E2),…, P(En) sachant que F s’est réalisé, i.e. P(E1/F), P(E2/F),…, P(En/F).
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Cette dernière formule est appelée la formule de Bayes.

Exemple : Une compagnie fabrique des ventilateurs. Les moteurs viennent de 2 compagnies. La compagnie A fournit 90% des moteurs. La compagnie B fournit le reste.

5% des moteurs de la compagnie A sont défectueux et 3% des moteurs de la compagnie B sont défectueux.

· Déterminer la probabilité qu’un moteur vienne de A s’il est défectueux.

· Déterminer la probabilité qu’un moteur vienne de A s’il n’est pas défectueux.

Solution :

Considérons les événements suivants :

A : Le moteur vient de la compagnie A.

B : Le moteur vient de la compagnie B 
[image: image111.wmf](
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D :Le moteur est défectueux.

On a ici toutes les conditions pour appliquer la formule de Bayes :
On connaît une partition de ( (A(B=(), on connaît les probabilités de cette partition (P(A)=0,9 et P(B)=0,1) et les probabilités de l’événement supplémentaire sachant chaque possibilité de la partition (P(D/A)=0,05 et P(D/B)=0,03).

Et on cherche la probabilité d’un événement de la partition sachant que l’événement supplémentaire s’est réalisé (i.e. P(A/D)).
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Pour la probabilité qu’un moteur vienne de A s’il n’est pas défectueux, le principe est le même, mais on peut profiter des calculs précédents :
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Exemple :Un laboratoire met au point un nouveau test pour le dépistage d’une maladie. On sait d’après les analyses effectuées en laboratoire que :

· 5% des gens ont cette maladie ;

· 95% des fois qu’une personne est malade, le test est positif ;

· 98% des fois que la personne n’est pas malade, le test est négatif.

Quelle est la probabilité pour qu’une personne ne soit pas malade si le test est positif ?

Quelle est la probabilité pour qu’une personne soit malade si le test est négatif ?

Solution :

La encore, il s’agit d’une situation typique où la formule de Bayes s’applique.

On dispose d’une partition dont on connaît les probabilités pour chaque événement de la partition (si la personne est malade ou non). Il y a un événement supplémentaire qui s’est réalisé (le test est positif) et on connaît les probabilités conditionnelles.

Soit les événements suivants

M : La personne est malade (P(M)=0,05) 


[image: image118.wmf]M

 : La personne n’est pas malade 
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P : Le test est positif

On dispose aussi des probabilités suivantes :
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On cherche d’abord 
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La deuxième probabilité demandée est 
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Conclusions

Lorsqu’on aborde une situation aléatoire, il est bon d’abord d’en connaître les issues possibles (i.e. l’ensemble fondamental).  Selon la situation on verra à décrire cet ensemble avec plus ou moins de précision. Cette précision dépendra de la nature de l’analyse qu’on désire effectuer. Par exemple un vendeur de boîtes de céréales ne traitera un ensemble fondamental {Vendre une boîte de céréales, Vendre 2 boîtes de céréales, Vendre 3 boîtes de céréales,… } mais plutôt dans le genre {Demande faible : (moins de 10 000 boîtes de céréales), demande modérée (entre 10 000 et 30 000 boîtes de céréales), demande respectable (de 30 000 à 50 000 boîtes de céréales), demande très grande (plus de 50 000 boîtes de céréales)}.

On obtient alors une partition de l’ensemble fondamental ( = {F, M, R, G} qui sera {F}, {M}, {R} et {G}.
À partir de cette partition on va tenter d’établir des probabilités, soit par calcul mathématique, par analyse empirique (statistiques sur des situations similaires) ou par instinct (probabilités subjectives).  On peut ensuite faire des études plus poussées (à l’aide de probabilités conditionnelles sur, par exemple, des sondages en marketing) et établir la rentabilité attendue d’un projet.
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