Technologie des Composants

But du Cours : 

· Caractériser et décrire les composants d’un ordinateur 
· Maîtriser les systèmes de numération et de codification de l’information
· Identifier les technologies et normes relatives aux composants d’un ordinateur
· Évaluer et comparer les technologies et normes relatives aux composant d’un ordinateur
 1. Composition d’un ordinateur

 1.1 Présentation générale

Vu de l’extérieur, un ordinateur, c’est essentiellement :

· Une unité centrale : c’est l’organe essentiel de l’ordinateur, c’est là que se trouve la plupart des composants qui vont faire la puissance de la machine. Cette unité centrale peut avoir une taille très réduite dans le cas d’un portable, ou au contraire occuper toute une pièce comme les super-calculateurs. 

Dans cette unité centrale, on va trouver : 

- le microprocesseur XE "microprocesseur" , véritable cerveau de l’ordinateur, 

- la mémoire centrale (ou RAM XE "RAM"  : Random Access Memory) où vont être stockés temporairement programmes et données, 

- l’horloge qui va cadencer le microprocesseur, 

- une mémoire morte (ou ROM XE "ROM"  : Read Only Memory) qui va permettre de stocker des informations (même lorsque la machine n’est plus sous tension) nécessaires au démarrage de l’ordinateur, 

- des circuits de contrôle du clavier, de l’écran, 

- des bus XE "bus"  (liens physiques entre les différents éléments : ensemble de conducteurs placés en parallèle XE "parallèle" ), etc.

- le chipset considéré comme le pilote du micro processeur, son rôle est d’organiser le travail de manière à obtenir les performances maximales. 

Tous ces différents éléments se trouvent généralement sur un circuit imprimé que l’on appelle carte mère XE "carte mère" . 

On trouvera également dans l’unité centrale : 

- une alimentation (transformateur 220 Volts/5,5 Volts ou moins), 

- un ventilateur pour refroidir l’ensemble, 

- un disque dur pour stocker durablement programmes et données, 

- un lecteur de disquettes, éventuellement un lecteur de CD-ROM, 

- et un certain nombre de cartes additionnelles (carte réseau, carte son, etc.)

· Un écran (ou moniteur) : pour la visualisation des informations

· Un clavier : pour la saisie de données

· Un ensemble de périphériques XE "périphériques"   dont les plus courants sont la souris XE "souris"  (dispositif de pointage à l’écran), un modem XE "modem"  (pour communiquer avec d’autres ordinateurs situés à distance en utilisant le réseau téléphonique commuté), une imprimante XE "imprimante"  pour conserver une trace papier des documents réalisés, un scanner XE "scanner"  (pour numériser des images ou du texte), des hauts parleurs (dans le cas d’une machine multimédia), des unités de sauvegarde (comme un dérouleur de bandes ou streamer XE "streamer"  par exemple), un lecteur de code à barres, etc.

· Un ensemble de prises
 : la (ou les) prise(s) série XE "série"  (ou RS232 XE "RS232" ) constituée(s) de 9 broches (anciennement 24) mâles destinée(s) aux transferts d’information vers l’extérieur (par modem XE "modem"  par exemple), la prise parallèle XE "parallèle"  (25 prises femelles) où se branche généralement l’imprimante ou un lecteur de disque externe, les prises de branchement de la souris XE "souris" , de l’écran, du clavier et bien sûr la prise du cordon d’alimentation.

 1.2 Le microprocesseur

C’est le cerveau de l’ordinateur. 

Même si les microprocesseurs modernes sont parfois interchangeables, le choix de celui-ci va conditionner:

· le type d’applications utilisables avec l’ordinateur (on ne fait pas du multimédia avec un ordinateur conçu pour de la bureautique)

· le temps de réponse des logiciels 

· ...et surtout le prix de la machine. Le microprocesseur représente en moyenne 40 % du prix d’un micro.

 Caractéristiques d'un microprocesseur

 La famille :

2 grandes familles de microprocesseurs se partagent le monde de la micro :

· La famille compatible Intel XE "Intel"  x86 pour les applications MS-DOS et Windows.

· La famille Motorola XE "Motorola"  (68xxx) pour les Macintosh.

 La fréquence d’horloge :

Plus cette fréquence est élevée, meilleurs seront les temps de réponse.

Les valeurs moyennes vont de 33 Mhz à plus de 100 Mhz. 

En théorie, un microprocesseur à 100 Mhz devrait pouvoir exécuter 100 Millions de micro-instructions par seconde, mais en réalité, c’est plus compliqué car dans certains microprocesseurs une micro-instruction nécessite 4 cycles d’horloge, pour d’autres microprocesseurs (comme le Pentium par exemple) 3 instructions s’exécutent pendant un seul cycle d’horloge.

Parfois certains microprocesseurs fonctionnent avec 2 vitesses d’horloge une, élevée, pour les opérations internes au processeur, une autre plus basse pour les échanges avec l’extérieur du microprocesseur, ceci afin de pouvoir utiliser des cartes d’extension courantes (exemple : DX4/100 d’Intel qui fonctionne à 100 Mhz en interne et 33 pour les échanges avec les autres cartes de l’ordinateur).

 La largeur du bus XE "bus"  de données :

C’est par ce bus XE "bus"  (ensemble de conducteurs électriques) que vont se faire les échanges entre le microprocesseur et les autres éléments de l’ordinateur.

Plus ce bus XE "bus"  est large (nombre de conducteurs), plus rapidement se feront les échanges. 

Dans les années 80, les premiers micro-ordinateurs utilisaient des bus XE "bus"  de données de 8 bits. Les microprocesseurs modernes sont dotées de bus de 32 voire 64 bits.

 La mémoire cache XE "mémoire cache"  :

Les échanges d’information entre le microprocesseur et la mémoire centrale constituent une des activités principales d’un ordinateur (un microprocesseur exécute une instruction à la fois et les instructions, ainsi que les données se trouvent en mémoire centrale).

Mais la mémoire centrale constitue un organe très lent
 par rapport au microprocesseur, l’idée est donc de placer entre les 2 organes une mémoire de faible capacité, mais à accès ultra rapide. Les données dont risque d’avoir besoin le processeur sont stockées dans cette mémoire cache XE "mémoire cache" .

Les caractéristiques d’une mémoire cache XE "mémoire cache"  sont :

· Sa localisation : interne au microprocesseur (Level1 ou L1) ou externe (L2). Si la mémoire cache XE "mémoire cache"  interne est suffisante en monotâche pour des applications DOS, le cache externe est indispensable pour des applications Windows.

· Sa taille : 8 KO,16 KO XE "KO"  ou plus en interne, de 128 KO à 512 KO en externe.

· La technique de rafraîchissement utilisée : write through (quand une donnée est modifiée, la mémoire cache XE "mémoire cache"  et la mémoire centrale sont mise à jour, c’est une technique peu performante), posted write (ou écriture retardée pour les machines de milieu de gamme) ou write-back (la mémoire centrale n’est mises à jour que lorsque la mémoire cache ne peut plus contenir les données, pour les machines haut de gamme).

· Son organisation logique : accès direct XE "direct"  (direct mapping) de plus en plus délaissé, associativité à 2 ou 4 voies (2 ou 4 way associative) qui constitue la meilleure technique actuelle ou associativité pure (fully associative) qui n’est pas encore mise en oeuvre.

 La consommation d’énergie

La consommation d’énergie électrique d’un microprocesseur influe sur :

· Les risques d’échauffement du microprocesseur (les microprocesseurs modernes sont dotés d’un ventilateur).

· La durée de vie des accumulateurs dans le cas d’un portable.

· La facture d’électricité.

· Le gaspillage d’énergie.

La norme Energy Star XE "Energy Star"  garantit une consommation minimale (celle-ci peut passer de 150 Watts à 30 Watts).

 L’évolutivité

Il peut être intéressant de pouvoir changer son microprocesseur, pour en mettre un plus performant par exemple, pour cela la plupart des microprocesseurs modernes sont dit montés sur support ZIF XE "ZIF"  : Zero Insertion Force.

Le remplacement du microprocesseur par une version plus rapide de la même catégorie est possible en respectant les tensions électriques (5 ou 3,3 volts).

La technique de l’OverDrive XE "OverDrive"  consiste à adjoindre au microprocesseur un autre circuit intégré pour améliorer ses performances (exemple : l’overdrive DX4/100 se place dans un support prévu à coté du microprocesseur 486 SX ou DX et permet en théorie de travailler avec la puissance d’un DX4/100).

Le plus souvent, la meilleure solution reste de changer la carte mère.

 La technologie

Deux grands types de technologie s’affrontent à l’heure actuelle :

· La technologie CISC XE "CISC"  : Complex Instruction Set Computer

Les premiers microprocesseurs possédaient un jeu réduit d’instructions (sur le Z80 par exemple, la multiplication n’existait pas), puis, petit à petit, le jeux d’instructions s’est complété et complexifié rendant la codification de ces instructions toujours plus gourmande en nombre d’octets.

· La technologie RISC XE "RISC"  : Reduced Instruction Set Computer

Lorsqu’on étudie de près un microprocesseur, on s’aperçoit que sur le jeu d’instructions, seul un très petit nombre sert souvent. La technologie RISC XE "RISC"  consiste donc à optimiser ces quelques instructions fondamentale et à ne pas conserver les autres.

Désormais, on parle également de technologie PipeLine XE "PipeLine" , Parallèle ou Super Scalaire. Ces technologies, auparavant réservées aux très gros ordinateurs, ont pour but d’essayer de traiter les instructions en parallèle XE "parallèle"  afin d’augmenter encore plus les vitesses de traitement.

 Le processeur arithmétique (ou coprocesseur XE "coprocesseur" )

Afin de décharger le microprocesseur de certaines tâches de calcul (virgule flottante par exemple) coûteuses en temps, certains microprocesseurs possèdent un coprocesseur XE "coprocesseur"  interne spécialisé dans ces tâches de calcul.

 La marque

Le marché du microprocesseur est dominé par la société américaine INTEL basée en Californie dans la Silicon Valley. Jusqu’en 93, INTEL était la seule firme à produire des microprocesseurs pour les compatibles PC, Motorola XE "Motorola" , autre firme américaine, équipe les Macs.

Depuis peu, des fournisseurs de microprocesseurs compatibles INTEL sont apparus dans le paysage de la micro. Ces microprocesseurs sont souvent d’aussi bonne qualité (voire meilleurs) que les produits INTEL.

 La famille INTEL

Le microprocesseur qui a fait la fortune d’INTEL c’est le 8086 qui a équipé les premiers PC des années 80. Depuis ces microprocesseurs n’ont cessé de se perfectionner mais en restant compatibles avec le 8086, c’est pourquoi on parle de famille 8086.


8086 Bus de données : 16 bits, Bus d’adresse : 20 bits
, 4,77 Mhz

(

80286 Bus d’adresse : 24 bits, 2 modes de fonctionnement : réel -dans la limite des 1 

M0 - et protégé au delà, pour Windows notamment, cadence : 6 /8 Mhz


(

80386 32 bits de données, 32 bits d’adresses (nouveau mode d’adressage : réel virtuel, 275000 transistors, fréquence de 16 à 40 Mhz, possibilité de fonctionnement en multi-tâches sous Unix ou OS/2 par exemple.


(

80486 32 bits, 1 Million de transistors, 8 KO XE "KO"  de mémoire cache XE "mémoire cache" , de 25 à 66 Mhz.

Les 486 se déclinent en plusieurs modèles : SX : le modèle de base, DX : le coprocesseur XE "coprocesseur"  est interne, SL : avec économiseur d’énergie pour les portables
Le 486 DX2 utilise 2 fréquences : 25 Mhz en externe, 50 en interne.


Le 486 DX4 utilise aussi 2 fréquences 33 et 100 Mhz, il fonctionne avec 


une tension électrique plus faible : 3,45 Volts au lieu de 5 Volts.


(

Pentium 3,1 Millions de transistors, bus de données 64 bits, de 100 à 200 Mhz selon les versions, 66 Mhz en externe, 16 KO XE "KO"  de mémoire cache XE "mémoire cache" . Les instructions sont traitées 2 par 2 en parallèle. Système de ventilation spécial. Tension de 3,3 volts pour certains modèles.


(
Pentium PRO 200 Mhz conçu pour des systèmes d’exploitation 32 bits (Windows NT). Il peut exécuter jusqu'à 3 instructions en même temps.

 Les compatibles INTEL

Ces microprocesseurs sont souvent moins chers que leurs équivalents produits par INTEL, ils sont souvent d’aussi bonne qualité, parfois plus rapides.

Parmi les principaux, on peut citer :

· CYRIX XE "CYRIX"  qui élabore l’architecture de ces processeurs et les fait graver par IBM. Quelques produits : le P166+, le 6x86 P200+ (ou M1)qui cadencé à 150 Mhz (et 75 Mhz de fréquence externe) dépasse en puissance le Pentium Pro.

· AMD XE "AMD"  (Advanced Micro Devices) qui produit le K5 qui est capable d’exécuter 5 instructions par cycles d’horloge. 

· NEXGEN XE "NEXGEN"  qui commercialise le Nx586 à 100 Mhz. NEXGEN a été racheté par AMD.

· TEXAS INSTRUMENT produit  des microprocesseurs pour ordinateurs portables.

 La famille MOTOROLA

Numéro 2 mondial des producteurs de microprocesseurs, MOTOROLA est situé à quelques centaines de mètres d’INTEL dans la Silicon Valley. MOTOROLA équipe essentiellement le monde Macintosh avec sa gamme 68000.

Exemple le LC630 d’APPLE est équipé d’un 68040 32 bits cadencé à 33 Mhz.

 Les autres

En 94, IBM, MOTOROLA et APPLE se sont associés pour mettre au point un nouveau type de microprocesseur très puissant le PowerPC XE "PowerPC"  à technologie RISC XE "RISC"  destiné à concurrencer le Pentium.

La société DEC produit le DEC ALPHA 21604 (150 Mhz) à technologie RISC XE "RISC"  qui est un des microprocesseurs les plus puissants du moment.

 Les processeurs du futur

Pour faire des microprocesseurs de plus en plus rapides, les techniques utilisées par les constructeurs à l’heure actuelle sont :
· L’augmentation de la fréquence d’horloge. Cela pose des problèmes pour les échanges vers l’extérieur du processeur, car, à l’heure actuelle, les cartes mères supportent mal des fréquences supérieures à 66 Mhz. Les processeurs modernes utilisent donc des fréquences très élevées en interne (> 150 Mhz pour les plus rapides) et une fréquence basse en externe (50 Mhz).
· L’augmentation du nombre de transistors :  Les derniers microprocesseurs contiennent plus de 3,5 Millions de transistors.
· L’intégration : Pour faire tenir des millions de transistors sur quelques mm2, il faut pouvoir les graver très finement dans le silicium : 0,6 microns, bientôt 0,35 pour les microprocesseurs Intel.
· Une tension électrique faible : Une masse de transistors dans un volume extrêmement réduit pose des problèmes de surchauffe, la solution est d’utiliser une tension très faible : La tendance actuelle tourne autour de 3,3 ou 3,5 Volts.
· Le parallélisme : Pour aller plus vite, il faut pouvoir faire plusieurs choses à la fois, c’est pourquoi les microprocesseurs modernes utilisent des technologies superscalaires (plusieurs unités de calculs qui travaillent en parallèle), superpipeline (gestion de files d’attentes d’instructions), exécution spéculative (analyse statistique des instructions qui s’exécutent pour tenter de prévoir la prochaine instruction à exécuter)
· De nouveaux jeux d’instructions spécialisés comme le jeu d’instructions supplémentaires MMX spécialisé dans les opérations graphiques et multimédia.
 1.3 Le Coprocesseur

Le rôle du coprocesseur (ou processeur arithmétique ou coprocesseur arithmétique ou encore NPU : Numeric Processing Unit) est de prendre en charge tous les calculs faisant intervenir des nombres en virgule flottante.

Exemple : Logiciels de dessin industriel (AUTOCAD), logiciels manipulant des objets de types graphiques vectoriels (mais pas bitmap) comme CORELDRAW.

Exemple : Le déplacement d’un cercle mémorisé sous forme de bitmap ne nécessite que quelques déplacements dans la mémoire vidéo, par contre pour un cercle mémorisé en vectoriel, il faut recalculer la valeur de chacun des points du cercle, dans ce cas le coprocesseur sera d’un grand secours.

Quelques coprocesseurs : 8087, 80287, 80387 etc. Pour les microprocesseurs 486 (sauf le SX) et Pentium, le coprocesseur est intégré au microprocesseur.

 1.4 Les mémoires

 Caractéristiques d'une mémoire

· Volatilité XE "Volatilité"  : On dira qu’une mémoire est volatile si les informations qu’elle contient sont automatiquement perdues lorsque la mémoire n’est plus alimentée électriquement. Exemple de mémoire volatile : la mémoire centrale, la mémoire cache XE "mémoire cache" . 

· Capacité : Volume d’informations qu’une mémoire peut contenir, exprimée en octets (exemple : registres de 2 octets), en KO XE "KO"  : Kilo Octets (exemple : mémoire cache XE "mémoire cache"  de 256 KO), en MO XE "MO"  : Méga Octets (exemple : disque dur de 512 MO), en GO XE "GO"  : Giga Octets (exemple : Bande Magnétique de 2 GO). Parfois, la capacité d’une mémoire peut être exprimée en bits (ou Kilo bits, Méga bits, etc.).



1 Octet = 8 bits



1 KO XE "KO"  = 1024 Octets



1 MO XE "MO"  = 1024 KO XE "KO"  ( 106 octets



1 GO XE "GO"  = 1024 MO XE "MO"  ( 109 octets 

· Mode d’accès : Il existe 2 modes d’accès à de l’information stockée en mémoire : l’accès direct XE "direct"  (ou sélectif, random, aléatoire) où l’on accède à l’information à partir d’une adresse (exemple : la mémoire centrale), l’accès séquentiel XE "séquentiel"  pour lequel il faut parcourir toute la mémoire jusqu’à trouver l’information désirée.

· Temps d’accès : temps écoulé entre l’instant où une information est demandée et l’instant où cette information est disponible. Exemple : 10 nanosecondes (1 nanoseconde = 10-9 secondes) pour une mémoire centrale, 8 ms pour un disque dur.

· Vitesse de transfert (ou débit) : Volume d’information transférable, exemple 500 KO XE "KO" /seconde pour un disque dur.

· Prix : Extrêmement variable d’un type de mémoire à l’autre. Exemple : 1 000 F. pour une mémoire cache de 256 KO, 50 F./ MO XE "MO"  pour de la mémoire centrale, à peine 5F pour 1,5 MO sur disquette, moins de 1F/MO pour un disque dur !

 La RAM : Random Access Memory ou mémoire vive

C’est une mémoire volatile, à accès rapide.

Les premiers micro disposaient de 64 KO XE "KO"  de mémoire, à l’heure actuelle (15 ans plus tard) 16 MO XE "MO"  semble être un minimum. On assiste à une véritable inflation de la taille de la mémoire centrale nécessaire, cela pour plusieurs raisons :

· Les logiciels se complexifient : plus de graphismes, plus de fonctionnalités, aide en ligne, assistants, etc.

· Les utilisateurs veulent utiliser plusieurs logiciels à la fois.

· L’avènement du multimédia : la restitution du son et de l’image nécessite beaucoup de mémoire vive.

Dans les ordinateurs actuels, on trouve principalement 3 types de mémoires RAM :

· DRAM XE "DRAM"  : Dynamic RAM, à, base de semi-conducteurs. Ces mémoires ont besoin d’être rafraîchies très souvent, car un condensateur perd sa charge au bout d’un certain temps. Le temps d’accès moyen va de 50 à 70 nanosecondes (10 -9 secondes). Ce qui signifie qu’un emplacement mémoire ne peut être consulté que environ 20 millions de fois par seconde alors que les processeurs modernes tournent à 100 Mhz !

La RAM EDO (Extended Data Out) est une variante technologique récente de la DRAM qui n’a pas besoin d’être rafraîchie aussi souvent. Les gains en rapidité sont sensibles, mais ce type de mémoire nécessite une carte mère spéciale.

Les fameuses barrettes SIMM que l’on trouve sur les cartes mères sont en fait constituées de mémoire DRAM.

· SRAM XE "SRAM"  : Static RAM, à base de bascules (Flip-Flop) utilisées principalement dans les mémoires caches. Ce type de mémoire n’a pas besoin d’être rafraîchie. Le temps d’accès moyen est de 10 ns, mais ces mémoires coûtent cher et s’intègrent beaucoup plus difficilement que les DRAM XE "DRAM" .

· Flash RAM XE "Flash RAM"  : C’est une RAM non volatile ! Son coût est, pour l’instant très élevé. On l’utilise généralement pour conserver le BIOS.

 La ROM : Read Only Memory

C’est une mémoire non volatile, mais généralement inamovible. On l’utilise dans les micro-ordinateurs pour conserver des informations stockées en usine : le bios, les drivers de bus XE "bus" , de carte vidéo, etc.

Il existe plusieurs types de ROM :

· ROM : son contenu est fixé une fois pour toutes à la fabrication. Exemple d’utilisation : programme de base, chargeur, etc.

· PROM XE "PROM"  : Programmable ROM, ROM programmable par l’utilisateur, à condition de disposer d’un programmateur de ROM, très utilisé en robotique.

· EPROM XE "EPROM"  ou REPROM XE "REPROM"  : ROM programmable électriquement. On peut la programmer et l’effacer (avec un rayonnement ultra violet)  plusieurs fois.

· EEPROM XE "EEPROM"  ou E2PROM ou EAPROM : programmable et effaçable à l’aide d’impulsions électriques. 

 Les autres mémoires de l’ordinateur

RAM et ROM ne suffisent pas pour utiliser un ordinateur, il faut pour conserver les logiciels et les données des mémoires de masse. 

Dans l’unité centrale de l’ordinateur, on va trouver principalement : un disque dur (système d’exploitation, logiciels, données), un lecteur de disquette (transferts de données d’une machine à l’autre, petites sauvegardes) et de plus en plus souvent un lecteur de CD-ROM (logiciels, encyclopédies, banque de données d’images, de dessins, etc.).

Autour de l’ordinateur, on trouve souvent un dispositif de sauvegarde : lecteur de bandes magnétiques ou streamer, cassettes DAT, lecteurs SYQUEST, un lecteur ZIP (disquette de 100 MO mise au point par la société IOMEGA), parfois un disque dur externe.

Les principales caractéristiques de toutes ces mémoires seront détaillées plus loin mais on peut déjà évoquer les principales :

· la non volatilité des informations. C’est un critère commun à toutes ces mémoires. Il faut tout de même remarquer que la sauvegarde de l’information est plus ou moins sure d’un dispositif à l’autre (disquette peu fiable, CD-ROM presque inusable).

· la taille : 1,44 MO pour une disquette, 500 MO à plusieurs GO pour le disque dur, 1 GO pour un CD ROM, plusieurs GO pour les bandes magnétiques.

· la technologie utilisée :

· Magnétique : Elle repose sur un phénomène connu depuis fort longtemps puisqu’elle est utilisé pour l’enregistrement du son.

Écriture : une tête de lecture (un électro-aimant) provoque un champ magnétique au voisinage d’un support (disque, disquette, bande magnétique, etc.) recouvert d’une substance magnétisable (oxyde magnétique). Ce champ magnétique qui peut être orienté nord-sud ou sud-nord (en fonction du sens du courant électrique) va magnétiser une zone (très petite) du support.

L’alternance de zones magnétisées nord-sud ou sud-nord va symboliser (par convention) des 1 ou des 0.

Lecture : Lorsqu’on approche l’entrefer d’un électro-aimant d’un objet magnétisé, il se créé un léger courant électrique aux bornes de cet électro-aimant. Le sens de ce courant électrique induit dépend du sens de la magnétisation (N-S ou S-N).

C’est ce principe qui est utilisé pour relire de l’information stockée sur les supports magnétiques.




· Optique : 

Sur un support en aluminium, des micro cuvettes (minuscules petites cavités) ont été gravées. La surface de ce support est protégée par un plastique transparent.

Lecture : Lorsqu’on envoie un rayon lumineux (laser de faible intensité) sur ce support, on constate que lorsque le rayon percute une cavité ou la surface, l’intensité du rayon diffracté est différente.

Il suffit, par convention, de décréter que les micro cuvettes correspondent à des 1, et une absence de cuvette à un 0.

Écriture : L’écriture d’un CD-ROM (grande diffusion) se fait généralement par pressage à partir d’une matrice, que l’on a obtenu en appliquant sur un support un rayon laser relativement puissant qui va par échauffement et destruction de matière créer les micro-cuvettes.

Il existe maintenant des graveurs de CD-ROM (environ 3000 F.) qui permettent de graver des CD-ROM à l’unité à partir d’un simple PC.

· Magnéto-optique : Le disque est magnétique, mais la lecture et l’enregistrement sont effectués de manière optique. Cette technologie repose sur le fait que la polarisation de la lumière réfléchie par une couche ferromagnétique dépend de l’état de magnétisation de celle​-ci. A l’enregistrement, un rayon laser échauffe la surface du disque, qui devient alors sensible au champ magnétique qu’on lui applique, à la lecture des cellules photosensibles observent la réflexion du rayon laser. Ces disques allient les avantages de la technologie optique (quasi inusabilité) et la réinscriptibilité des mémoires magnétiques.

· Les performances : temps d’accès, taux de transfert, sont autant de données importantes dans la mise en œuvre d’un mémoire de masse. 

 1.5 Le bus

Le bus est un ensemble de circuits qui relient le processeur à la mémoire centrale et aux cartes d’extension. Ce maillage de circuits électroniques ne pourrait pas fonctionner sans un contrôleur : le contrôleur de bus, destiné gérer tous les échanges qui ont lieu sur et autour de la carte mère.

Les principales caractéristiques d’un bus XE "bus"  sont :

· La largeur (en nombre de bits) : Plus cette valeur sera grande, plus le débit de transfert sera important. Valeurs moyennes : de 8 à 64 bits.

· La fréquence : C’est la fréquence à laquelle les informations pourront être envoyées sur le bus XE "bus" . Valeurs moyennes : de 8 à 10 Mhz.

· Le débit : C’est le nombre d’octets qui pourront transiter en 1 seconde sur le bus XE "bus" . Valeurs moyennes : de 5 MO XE "MO" /sec à 133 MO/sec.

· Son type : On distingue 3 types de bus :

· Le bus de données chargé de véhiculer les données.

· Le bus d’adresses pour les adresses.

· Le bus de commandes ou de contrôle relié à un contrôleur qui permet de diriger l’ensemble.

 Les standards

Le bus XE "bus"  peut appartenir à l’un des standards suivants :

· ISA XE "ISA"  (Industry Standard Architecture) : Le plus ancien, le plus répandu, le moins cher mais le plus lent, il est toutefois suffisant pour certains périphériques XE "périphériques"  relativement lents.

Caractéristiques : 8 ou 16 bits de données. 8,3 Mhz. 16 MO XE "MO" /sec maximum. 

· MCA XE "MCA"  (Micro Chanel Architecture) : inventé par IBM, destiné autrefois à concurrencer les bus XE "bus"  ISA, ce bus est toutefois cher et incompatible avec une architecture ISA. 

Caractéristiques : 32 bits. 10 Mhz. 20 à 80 MO XE "MO" /sec. 

· EISA XE "EISA"  : lancé par COMPAQ, ce bus XE "bus"  est compatible ISA. 

Caractéristiques : 32 bits, 8 Mhz, 32 MO XE "MO" /sec.

Ces dernières années ont vu apparaître une nouvelle génération de bus XE "bus" , le bus local. Ce bus local permet aux informations de pouvoir passer directement du microprocesseur au contrôleur du périphérique sans passer par le bus de la carte mère XE "carte mère" .

A l’heure actuelle, 2 technologies de bus XE "bus"  local s’affrontent :

· VLBus XE "VLBus"  (Vesa Local Bus, Vesa = Video Electronics Standard Association). Ne permet pas de travailler avec des microprocesseurs cadencés à plus de 50 Mhz. 

Caractéristiques : 32 bits, 133 MO XE "MO" /sec, 33 Mhz.

· Bus PCI XE "PCI"  (Intel XE "Intel" ). Le réglage des cartes d’extension se fait automatiquement (technique Plug and Play XE "Plug and Play" ). Bien que plus coûteux, le bus XE "bus"  PCI semble devenir la norme en matière de bus local. 

Caractéristiques identiques au VLB : 32 bits, 133 MO XE "MO" /sec, 33 Mhz.

 Les connecteurs d’extension

Les micro ordinateurs sont désormais des machines évolutives auxquelles on va rajouter des fonctionnalités à l’aide de cartes d’extension.

Ces cartes se branchent sur le bus de la carte mère à l’aide de connecteurs ou slots.

On va retrouver différents types de connecteurs qui correspondent à la technologie utilisée par la ou les futures cartes d’extension (ISA, PCI, etc.).

La plupart des micro ordinateurs modernes possèdent des connecteurs ISA et PCI

 1.6 Les périphériques 

On va trouver, autour de l’ordinateur, tout un ensemble de périphériques.

Il y a les périphériques quasi obligatoires : le clavier, l’écran , la souris et l’imprimante.

Mais il y a également les périphériques adaptés à des besoins particuliers : carte son et carte vidéo, modem, tablette graphique, joystick , etc.

Tous ces matériels font l’objet d’un développement plus loin dans ce document.

2. Systèmes de numération et codification

 2.1 Définitions

Pour transmettre, stocker de l'information, d'un individu  à un autre, on utilise en permanence des systèmes de codage : Langues orales, langues écrites, chiffres (arabes, romains, etc..), signes (gestuels, dessins, idéogrammes, etc..).

Pour un ordinateur, le problème est le même, il faut un système de codage, on dit aussi un langage .

Un langage, c’est :


- un alphabet : Ensemble des symboles utilisés.


- des mots, des phrases : Combinaisons des éléments (des lettres) de l’alphabet.


- une syntaxe : Ensemble de règles qui définissent comment construire ces mots, ces phrases.

Un ordinateur est une machine électronique, et dans ce domaine on connaît surtout des phénomènes physiques à 2 états :


- circuit électrique ouvert ou fermé


- transistor conducteur ou saturé


- aimantation Nord-Sud ou Sud-Nord

On en déduit que l'alphabet utilisé aura 2 éléments : 0 et 1 (Par convention). C'est ce que l'on appelle le langage binaire .

On pourrait dire que le langage binaire date de la mythologie grecque, le premier à l'utiliser fut Thésée qui, parti tuer le Minotaure, devait au retour hisser une voile blanche dans le cas d'une réussite, une voile noire sinon. Malheureusement, il s'est trompé de voile, et son père s'est suicidé en voyant la voile noire !!  Le premier bug de l’histoire....

 2.2 Rappels sur les systèmes de numération

 Le système décimal

La base 10, c’est celle que l'on utilise tous les jours !

- Alphabet :  0,1,2...9

- Mots :   1034,12

- Syntaxe : C'est un code de position. Cela signifie que la valeur d'un chiffre dépend de sa position dans le nombre : son rang. En effet 2024 n'a pas la même signification que 2420 et pourtant ce sont les mêmes symboles qui sont utilisés.

Le rang :  Position d'un chiffre dans un nombre, le rang se compte en partant de la droite, 
à partir du rang 1.

Le poids : A chaque rang, est associé un poids; c'est à dire le coefficient par lequel il faudra multiplier le chiffre pour obtenir sa valeur réelle.




Il y a une formule qui lie le poids et le rang.

Poids = base(rang-1)

Exemple :   base=10, les poids respectifs des rangs 1,2..n sont 1,10..10n.

 Le système binaire
- Alphabet : ne compte que 2 symboles :  0  et  1 .

- Nombres : Exclusivement constitués de 1 et de 0.

- Syntaxe : code de position.

Exemple : Table des premiers nombres binaires :

	Base 10
	Base 2

	0
	0

	1
	1

	2
	10

	3
	11

	4
	100

	5
	101

	6
	110

	7
	111

	8
	1000

	9
	1001

	10
	1010


POIDS = 2Rang-1   

Les poids respectifs des chiffres de rang 1, 2, 3..n sont 1, 2, 4, ..2n.



 Les conversions binaire -> décimal

Il est souhaitable de connaître par coeur les premières puissances de 2.

Soit le nombre binaire 10011010, en appliquant la formule : 

Poids = 2 rang-1 on obtient :




On en déduit donc que :     10011010 (2) = 154 (10)

Lorsqu'on fait des conversions de base à base, il est prudent de  mentionner en indice la base dans laquelle est écrite le nombre .

Conversion décimal -> binaire

 Rappelez vous la maternelle !!!    Comment apprend on à compter (en base 10) ?

 1ère méthode :


-  Divisions successives par la base (ici c'est 2). Au départ c'est le nombre que l'on divise, ensuite ce sera le quotient de la division précédente.


- On récupère au passage  les restes des différentes divisions.


- Le nombre sera constitué de ces restes : ATTENTION, le premier reste correspond au chiffre de rang le plus petit (les unités), le 2ième au chiffre de rang supérieur , etc. Il faut donc les inscrire dans l’ordre inverse !!





- Quand s'arrête-t-on ? Quand il n'y a plus rien à diviser, c.a.d. quand le quotient est nul !

Exemple :


Soit le nombre 108 (10)  à convertir en base 2.

Ce qui donne le nombre binaire :      1101100

 Seconde méthode (plus rapide) :

Il faut connaître les puissances de 2 et savoir faire des soustractions!!

- On inscrit les poids respectifs des chiffres du futur nombre binaire :

256
128
64
32
16
8
4
2
1

- On regarde où se trouve le nombre (108) :


108 est compris entre 128 et 64, on peut donc en déduire que le chiffre de poids 64 vaudra 1 (On le note) :

256
128
64
32
16
8
4
2
1




1

- il nous reste donc 128 - 64 = 44 à "ranger". On regarde où se trouve 44 : entre 64 et 32, donc au place un 1 pour le rang 16 :

256
128
64
32
16
8
4
2
1




1
1

- On recommence l'opération, jusqu'à ce que la totalité du nombre soit placée, on remplit ensuite les trous par des 0 :

256
128
64
32
16
8
4
2
1




1
1
0
1
1
0
0

Problèmes des nombres fractionnaires (nombres à virgule)

 Conversion binaire -> décimal

Exemple : 10110.1101

1° : Décomposition du nombre : partie entière + partie fractionnaire.



10110.1101 =  10110  +  0.1101

2° :  Traitement des 2 parties séparément.


- Partie entière :




10110 =  22 en base 10


-  Partie fractionnaire :




Rappel :   Poids d'un chiffre = 2 rang-1 

                                          



Donc :     0.1101 =  2-1  +  2 -2  +  2-4 =  0.5 + 0.25 + 0.0625 





         

= 0.8125

Ce qui donne le nombre : 22.8125

 Conversion décimal -> binaire

Exemple : 52.35

1° : Décomposition du nombre : partie entière + partie fractionnaire.



52.35 =  52+  0.35

2° :  Traitement des 2 parties séparément.


- Partie entière :



52 =  110100 en base 2

-  Partie fractionnaire :


On va multiplier la partie fractionnaire par 2, enlever la partie entière puis recommencer jusqu'à obtenir 0 ou le nombre de décimales voulu.






   ce  qui donne   0.01011


Ce qui donne pour le nombre : 110100.01011....
A moins d'obtenir 0 en résultat des multiplications, on aura toujours une imprécision, car il faut bien s’arrêter à un certain rang.

 Arithmétique en binaire

Il peut être intéressant de savoir réaliser quelques petites opérations simples sur les nombres binaires.

 Addition






L'addition se réalise de la même façon qu'en base 10.

Exemple :




 Soustraction

On va réaliser   a - b  avec  a > b , le cas des nombres négatifs sera vu ultérieurement.

Exemple : 10100 - 1110





 Multiplication




Aucune différence avec la base 10 !

       

 
   


Une multiplication est, en fait, réalisée à l'aide d'additions et de décalages.

 Division

Même principe qu’en base 10, mais peut être un peu moins naturel ...






Donc  10110 = 100 x 101+ 10

 Autres bases usuelles en informatique

Même si les ordinateurs n'utilisent, pour leur représentation interne, que la base 2, il est fréquent de disposer d'informations exprimées dans une base supérieure (multiple de 2 bien sûr).

Les 2 plus utilisées sont la base 8 et surtout la base 16.

 La base 8 (système octal)

L'alphabet compte 8 symboles :  0,1,2,3,4,5,6,7

Les conversions :


- Base 10 -> base 8        Méthode des divisions successives.




           1327(10)  =   2457 (8)


- Base 8 -> Base 10
POIDS = 8Rang-1   donc    2457(8) 
 = 80x7 + 81x5 + 82x4 + 83x2

 




 = 1x7 + 8x5 + 64x4 + 512x2 = 1327 


- Base 2 -> Base 8


Un nombre octal est constitué de chiffres (0 à 7) qui constituent le regroupement de 3 chiffres binaires (car 23 = 8). Le regroupement se fait en commençant par la droite.


                 


- Base 8 -> Base 2

Il suffit d'éclater chaque chiffre octal en un nombre binaire codé sur 3 positions.



   

donc   743 en octal donne 111101011 en binaire.
 La base 16 (Hexadécimal)

L'alphabet compte 16 symboles : 0,1,2...,9,A,B,C,D,E,F

Pour les conversions, le principe est le même que pour la base 8.


Un nombre hexadécimal est constitué de chiffres (0 à F) qui constituent le regroupement de 4 chiffres binaires (car 24=16). Le regroupement se fait en commençant par la droite.


- Base 10 -> Base 16


      
249 = F9    (Divisions successives)

- Base 16 -> Base 10


       
F9(16) = 15 x 16 + 9 = 249


- Base 2 -> Base 16


      
11010(2) = 1A(16)

- Base 16 -> Base 2



ABC(16) = 1010 1011 1100(2) 

- Base 16 <-> Base 8     



Le plus simple est encore de repasser par la base 2.



Ex :      FF0(16) = 111111110000(2) = 7760(8)
 2.3 Codage des informations

 Vocabulaire

Un ordinateur ne peut traiter que de l'information binaire, l'unité d'information sera donc représentée par un élément binaire (physiquement cela sera représenté par un composant physique qui peut prendre 2 états : conducteur, transistor, particule magnétisée, etc.), c'est ce qui s'appelle en anglais un binary digit ou bit.

Pour coder de l'information, on aura besoin d'un certain nombre de bits, ces bits seront regroupés pour former des mots. La taille d'un mot sera variable selon les machines, mais les tailles les plus répandues sont :†8, 16 ou 32 bits par mots.

On a pour habitude d'appeler un mot de 8 bits, un octet (En Anglais byte, à ne pas confondre avec le bit !). On sera également amené à parler de demi-octet ou quartet.

Il semble évident que la quantité d'octets utilisés pour un programme, un logiciel, une mémoire, etc.. sera très grand, il existe donc des unités permettant de désigner de grandes quantités d'octets : Kilo Octets = 1024 octets, Méga Octets, etc..




On parlera également de Kilo-bits, de Méga-bits, etc.., il s'agit là des mêmes quantités mais appliquées aux bits.

 La notion de codage 

Que doit on coder ? : Toutes les informations qui doivent être traitées par un ordinateur :

· Les nombres :  les entiers, les réels

· Les textes : des lettres , des signes de ponctuations, des symboles spéciaux

· Les dessins : caractères semi-graphiques ou point à point ou vectorisé

· Le son, l'image, la vidéo : les techniques sont variées et complexes.

Pour coder toutes ces informations on devra utiliser pour une information un nombre fini de bits, historiquement ce nombre était de 8  (c.a.d un octet), il est désormais de 8 ou 16, ou 32 bits pour les micros, généralement plus de 16 bits pour les minis.

Dans les exemples qui suivent, on utilisera presque exclusivement des mots de 8 bits, pour des raisons de simplicité mais le raisonnement resterait le même avec des mots de taille supérieure.

 Codage des entiers

Il existe de nombreux systèmes de codage des nombres entiers, en voici quelques uns.

 Le binaire

C'est le système utilisé au coeur de l'ordinateur. La technique consiste uniquement à transformer les nombres décimaux en binaires et de stocker chaque chiffre binaire sur un bit.

Exemple :     le nombre 74 sera stocké :    


Problème des nombres négatifs :  Comment stocker -74 ? Il existe 2 méthodes :

 Méthode du Bit de signe
 Une première solution consiste à représenter la valeur absolue du nombre précédée d'un bit symbolisant le signe (par convention 0 =+  et 1 = -)

Exemple : 

 

représentera    - 74 

Avec cette méthode on peut représenter  sur 8 bits l'intervalle de nombres entiers : 

 [ - (2 7 - 1) , (2 7 - 1) ] = [ - 127, + 127 ]

  Mais il y a 2 représentations du 0 : 10000000 et 00000000 .

Sur n bits, on pourra coder les entiers de l'intervalle :   [ - 2n-1 - 1 , 2 n-1 -1 ]

  Méthode du Complément à 2 pour les négatifs

La deuxième méthode consiste à coder les nombres négatifs en complément à 2 tout en gardant la même convention de signe.

Le complément à 2 d'un nombre est obtenu de la façon suivante :


1°- Chaque bit du nombre est retourné (0 devient 1, 1 devient 0).


2°- On ajoute 1 au nombre.

Exemple : -74    Sa valeur absolue sur 8 bits se code de la façon suivante :
   


Par contre +74 sera toujours codé :          


Le plus grand nombre positif représentable est  01111111 ce qui représente : 27–1.

 Le plus petit négatif est 10000000 qui donne  2 7 (On enlève 1 au nombre -> 01111111, on retourne tous les bits -> 1000000) 

Avec cette méthode on peut représenter sur 8 bits l'intervalle de nombres entiers :      [ - 128, + 127 ] 

Sur n bits, on pourra coder (en complément à 2) les entiers de l'intervalle :   






[ - 2n-1 , 2 n-1 -1 ] 

  Le principal intérêt de cette méthode est qu'une addition comportant des nombres négatifs se réalisera de la même manière qu'une autre addition.

Exemple :         123 + (- 41)


Représentation de 123 :       


01111011


Représentation de -41 :


+
11010111


Représentation de la somme :
        
1
01010010   = 82 en décimal. 

Le 1 de gauche doit être ignoré, il est de toute façon en dehors des 8 bits.

 Le DCB (Décimal codé binaire, ou 8421)

Le principe est de stocker un nombre décimal en codant chaque chiffre de ce nombre sur un quartet. .


0 -> 
0000


1 ->
0001


2 ->
0010


.....


9 ->
1001

Remarque :   Les quartets 1010 à 1111 sont des combinaisons inutilisées donc illégales.

Ce type de représentation se prête assez peu aux opérations arithmétiques, mais par contre garantit une précision rigoureuse de chacun des chiffres du résultat, ce qui est indispensable dans des applications de comptabilité par exemple.

6 + 5 donne 0110 + 0101 = 1011 ce qui est illégal en DCB, il faut donc réaliser un ajustement, c.a.d. ajouter 6 (car il existe 6 codes non significatifs), ce qui donne  1011 + 0110 = 1 0001 ce qui donne bien 11 en décimal.

Le signe du nombre sera représenté, généralement sur le premier quartet du nombre (c'est le cas du DCB condensé), par convention, le signe - sera codé 1101, c.a.d. D comme Débit en Hexa, et le + 1100, c.a.d. C comme crédit.

Exemple :    1101 0001  1001 1000 0111  représente -1987 en DCB condensé.

Remarque : Il existe d'autres codes de même principe que le DCB mais offrant des astuces qui permettent d'accélérer les opérations arithmétiques, nous ne ferons que les citer : le code excédent 3 (chaque chiffre est représenté par son équivalent binaire augmenté de 3, ce qui supprime quelques problèmes dus à l'addition), le code 2421 (les bits du quartet ont les poids respectifs 2,4,2 et 1).  

 Codage des réels en virgule flottante

Historiquement, les nombres réels étaient considérés comme des entiers et le programmeur devait placer sa virgule au bon endroit. La plupart des ordinateurs modernes permettent de manipuler des nombres réels, ceux-ci étant représentés en virgule flottante.

 Un nombre sera représenté de la façon suivante :  



   


- M est la mantisse normalisée, c.a.d. un nombre dont le 1er chiffre est non nul.

- C est la caractéristique du nombre.

- b est la base, généralement 2.

Cette manière de coder les nombres est à rapprocher des notations exponentielles utilisées en maths : 1234,7658 pourra s’écrire 0,12347658 x 10 4
Il existe de nombreuses façons de coder des réels en virgule flottante, nous allons en étudier une : la représentation short real sur INTEL IAPX 86/20.





Remarque : la méthode utilisée pour représenter la caractéristique permet de coder des exposants négatifs et positifs (de -127 à 128)

- Conversion décimal -> virgule flottante.


Exemple : 8,625 


1° :   
Transformation en base 2  ->   1000,101


2° :
Normalisation de la mantisse  ->   0,1000101 x 2 4   


3° :
Le signe + -> 0


4° :
Calcul de la caractéristique + 127  -> 4+127=131


5° :
Écriture de la caractéristique en base 2 -> 131 = 10000011(2)

6° :
Écriture du nombre ->01000001  11000101 00000000 00000000


7° :
Notation hexadécimale  ->  41 C5  00  00

- Conversion virgule flottante -> décimal.


Exemple :   C4 64 01 00


1° :
Transformation binaire :




11000100 01100100 00000001 00000000


2° :
Extraction du signe :    1 -> -


3° :
Recherche de la caractéristique :  10001000 -> 136 en décimal 








-> 136 - 127 = 9


4° :
Extraction de la mantisse :   0.1100100 00000001 00000000


5° :
Calcul du nombre :  9 décalages  (ou x 29)   


 

1100100 00,000001 =  -400,015625 

- Sur et sous dépassement de capacité. 

Quelque soit le type de représentation en virgule flottante, certains nombres ne peuvent être représentés :

- Les nombres positifs supérieurs à :    0.1111....1  x  2128=  3,4 x 1038

- Les nombres négatifs inférieurs à :   - 3,4  x 1038

- Les nombres trop proches de 0, en effet la mantisse étant normalisée, le 0 ne sera jamais atteint !! : La plus petite mantisse que l'on puisse coder est : 0.1000.....0  


0.1 x 2-127   2-128 3 x 10 -39 

Donc les nombres compris entre -3x10-39 et 3x10-39 ne seront pas représentables.






  

La représentation en virgule flottante, peut être, de ce fait, source d'imprécision.

La sous-capacité induit des problèmes capitaux en programmation, le 0 ne sera jamais représenté dans les nombres réels, 2 nombres égaux au sens mathématique ne le seront peut-être pas dans leur représentation en mémoire (La solution consiste, dans ce cas, à ne pas tester l'égalité, mais la différence, celle-ci devant être inférieure à une certaine valeur très petite).

Dans la plupart des langages, on trouvera la possibilité de coder les réels en double précision, dans ce cas le nombre d'octets sera doublé et les bits supplémentaires seront utilisés pour le codage de la mantisse.

Codage des caractères

On utilise principalement 2 codes :

- le code ASCII :  American Standard Code for Information Interchange

- le code EBCDIC : Extended Binary Coded Decimal Interchange Code

 Le code ASCII

C’est le système de codage quasi universel. C’est un code à 7 positions, le 8ième bit étant réservé au bit de parité ce qui fait 27=128 caractères représentables.

Ce code comprend :

- des fonctions de commandes (transmissions de données, déplacement écran ou imprimante : tabulations, Retour chariot, sonnette..)

- des symboles de ponctuations (!,",},...)

- quelques symboles usuels en informatique ($,@,*,..)

- les chiffres

- les majuscules

- les minuscules

Certains caractères ont une signification spéciale :

	CODE
	SIGNIFICATION

	NUL
	Caractère Nul

	BEL
	Sonnette(bip)

	BS
	Back Space

	HT
	Tabulation Horizontale

	LF
	Line Feed(Interligne)

	VT
	Tabulation Verticale

	FF
	Form Feed(Saut de Page)

	CR
	Carriage Return(Retour chariot)

	ESC
	Escape

	SP
	Space(Espace)


Remarque :         chiffres < Majuscules <Minuscules 

C'est l'ordre qui sera respecté dans la plupart des utilitaires de tri. Dans beaucoup de langages de programmation, on peut écrire   if a<b  pour des caractères, c'est cet ordre qui sera utilisé pour évaluer l'expression.

Certains constructeurs, dont IBM suivis par tous les fabricants de compatibles, ont enrichi cette table ASCII en utilisant le 8ième caractère, ce qui double le nombre de caractères représentables (256). Les caractères supplémentaires sont essentiellement :

- les caractères accentués utilisés dans la langue française notamment.

- un jeu de caractères utilisés dans quelques langues (≈,√,...)

- quelques symboles mathématiques ((,()

- caractères semi-graphiques qui permettent de réaliser des petits dessins géométriques (cadres, soulignés, etc..) 

Remarques :  

- Sur un PC, pour accéder à un caractère, il suffit de taper ALT et le code ASCII en décimal (exemple : ALT 92 donnera \)

- MS-DOS et UNIX gèrent les passages à la ligne différemment, MS-DOS utilise 2 caractères : NL et CR, alors qu'Unix n'utilise que NL. Il faudra tenir compte de cette différence dans les transferts de fichiers d'un système à l'autre.

 Le code EBCDIC

C'est un code à 8 positions, on peut donc représenter 28 = 256 caractères. On retrouve ce code surtout sur les gros systèmes, notamment IBM.

Minuscules < Majuscules < Chiffres

 UNICODE

Le standard UNICODE est un système de codage de caractères conçu pour l’échange et l’affichage de textes écrits dans les multiples langues du monde moderne. C’est un système de codage sur 16 bits qui permet de coder plus de 30 000 caractères couvrant la plupart des langages du monde.

 Codage des images

Toute image affichée sur un écran ou sur une imprimante est constituée de pixels (abréviation de Picture Element).

Il existe 2 grands modes de stockage des images :







· BITMAP : Chaque point de l’image est mémorisé. L’image devra être utilisée dans la dimension dans laquelle elle a été créé, sinon un effet d’escalier sera inévitable.




Ces images sont très gourmandes en mémoire car chaque pixel est codé par un bit dans le cas d’une image noir et blanc, par 3 octets dans le cas d’une image couleur.

Pour les images en couleurs, chaque octet correspond à une des trois couleurs primaires (Rouge, Vert
, Bleu). Les 256 valeurs codables sur un octet correspondent au poids de chacune des couleurs primaires qui compose le point coloré. Ce système donne un total de 16,5 millions de couleurs codables (2553), ce qui est grandement suffisant car l’œil humain est loin de pouvoir en discerner autant.

1 point de couleur : F0 A9 4C

Pour une image 640 x 480, si chaque point est codé sur 3 octets, cela donne une image qui va nécessiter 900 KO de mémoire, cette taille passera à plus de 2 MO pour une image 1024 x 768 !

C’est pourquoi, on utilise souvent un autre système de codage des images bitmaps, le codage à l’aide de la palette de couleur : On détermine 256 couleurs importantes dans l’image, ces couleurs sont codées sur 3 octets (mais une seule fois), ensuite chaque pixel est codé sur un octet qui correspond à une entrée dans la palette des couleurs. De cette façon, on divise à peu près par trois l’encombrement mémoire d’une image, mais on perd quelque peu en nuance et en contraste :

Exemple :

1 point de couleur : A6

	...
	...

	A5
	F2 A6 78

	A6
	19 FE 6A

	A7
	05 3F 87

	...
	...


C’est cette technique qui est utilisée pour les images bmp.

Lorsqu’on veut représenter une image en mémoire, on est donc en face d’un choix : doit on privilégier le nombre de pixels d’une image (640x480 ou 1024x768), c’est à dire sa définition ou au contraire le nombre de couleurs utilisées (256 ou 16,5 millions) ? La plupart du temps, un meilleur résultat sera obtenu en privilégiant le nombre de couleurs. 

· VECTORIEL : Ce sont les équations mathématiques des portions de droites et de courbes qui sont mémorisées. 

Un cercle, par exemple, sera déterminé complètement par les coordonnées du centre et la valeur du rayon avec éventuellement la couleur du trait et l’épaisseur de ce trait.




L’intérêt de cette méthode est que l’on peut modifier la taille du dessin sans en altérer la définition et les proportions. De plus si le dessin est composé de plusieurs objets, ils pourront être manipulés séparément.







 Codage du son

Comment représenté un son ? A priori, un son est un signal analogique (c’est à dire que le signal peut prendre une infinité de valeur au cours du temps). 

Pour pouvoir stocker ce son dans un ordinateur, il va falloir l’échantillonner



Pour être codé sous forme numérique, le son doit tout d’abord être échantillonné : la courbe va être remplacée par des segments de droites, l’infinité de valeurs possibles va être remplacé par un ensemble de niveaux.



Pendant cette opération, on va forcément perdre de l’information. Afin que cette perte soit le moins sensible possible, on s’attachera à choisir une fréquence d’échantillonnage très grande (beaucoup de valeurs pour une courte durée) : il faut que la fréquence d’échantillonnage soit au moins le double de la plus haute fréquence contenue dans le signal. Pour un CD audio, la fréquence d’échantillonnage est de 44 100 Hz, c’est à dire qu’une seconde de musique est représentée par 44 100 valeurs différentes ! 

Chacune de ces valeurs sera alors codée en binaire sur 8 ou 16 bits selon la qualité désirée (radio ou CD), ce qui signifie qu’un son enregistré en stéréo sur 16 bits va nécessiter pas moins de 172 KO par seconde (il faudra 30 méga pour un morceau de musique de 3 minutes !)

 2.5 La compression de données

Les problèmes de stockage du son, de l’image ou plus généralement des fichiers binaires posent des problèmes de place mémoire pour le stockage ou la transmission, c’est pourquoi avec l’ère du multimédia les techniques de compression sont d’actualité.

Une photo 24x36 cms, avec une définition de l’ordre de 150 points par mm2 (qualité photo classique) représente 13 millions de points, à 3 octets par points on dépasse les 40 MO !

Un document vidéo c’est 25 images par secondes avec en plus du son ! !

On va donc être obligé d’utiliser des techniques de compression, il en existe 2 grandes catégories :

· La compression avec perte d’informations : Image et son peuvent se passer d’une restitution parfaite car de toute façon l’œil ne perçoit pas toutes les nuances, l’oreille n’entend pas toutes les fréquences. Les taux de compression peuvent atteindre 100 pour 1 !

Les formats s’appelle par exemple JPEG (Joint Photographic Expert Group) pour les images fixes, MPEG (Moving Picture Expert Group) pour la vidéo. 

Pour la vidéo, les techniques utilisées englobent le découpage d’images en blocs, mais aussi la prédiction de mouvements pour déterminer les changements à opérer d’une image à l’autre.

· La compression sans perte d’informations : Un fichier binaire correspondant à un exécutable, ou à un texte ne peut se permettre la moindre altération.

Les logiciels de compression s’appelle ARJ ou PKZIP (Phil Katz) ou DRIVESPACE intégré à MS-DOS. Les images GIF font également partie de cette catégorie.

Le principe de la compression sans perte est de repérer les séquences répétitives (suite de valeurs identiques très fréquentes dans les images bitmap par exemple).

Les techniques vont du simple codage de ces séquences répétitives sous la forme [valeur-nb d’occurrence], à des méthodes plus subtiles qui font intervenir la fréquence d’apparition de ces valeurs pour déterminer le nombre de bits qui va servir à coder ces différentes valeurs (méthode Huffman).

 2.5 Les codes détecteurs et correcteurs d'erreurs

Lors de stockages en mémoire ou de transmissions, une information peut subir une altération (exemple parasites ou bruits lors d'une transmission).

On a donc été amené à concevoir des codes qui permettent de détecter si une information a été altérée : c'est ce qu'on appelle des codes détecteurs d'erreurs.

L'un de ces codes est obtenu très facilement en rajoutant dans chaque mot (un caractère ASCII par exemple) un bit de parité. Il existe 2 techniques dites « à parité paire» ou « à parité impaire », le principe étant le même, nous nous intéresserons à la parité dite paire.

En parité paire, le but du contrôle est de calculer la valeur du bit de poids fort, de telle façon que le nombre de 1 du mot soit paire.

Exemple :   0001101  donnera   10001101 , par contre  0000110 donnera 00000110

Lors d'un contrôle, après une transmission par exemple, le système vérifiera que le nombre de bits à 1 est toujours paire, si ce n'est pas le cas, c'est que l'information a été altérée, si ce nombre  est paire c'est que tout c'est bien passé (ou alors qu'un nombre paire de bits a été retourné !!).

Il existe également des codes beaucoup plus complexes qui permettent de savoir quel bit exactement a été modifié, ces codes sont appelés codes correcteurs d'erreurs.



� La description faite ici s’applique plus particulièrement aux micros de type compatible PC


� C’est très relatif puisque le temps d’accès est tout de même de l’ordre de 10 nanosecondes !


� MS-DOS ayant été développé à l’origine pour ce processeur, cette limite de 1 MO (220) adressable empêche, encore à l’heure actuelle, MS-DOS d’adresser plus de 1 MO de mémoire !


� En dessin, c’est le jaune et non pas le vert qui est considéré comme couleur primaire.
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Attention, c’est 1 + 1 = 10 ! ! !
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