Algorithmique et Techniques de programmation
Traitement de l’Information et Ordinateurs

ARCHITECTURE ET FONCTIONNEMENT DES ORDINATEURS

INTRODUCTION

Depuis l'arrivée de l'ordinateur, on a essayé, sans cesse, d'exploiter au maximum cette machine et dans tous les domaines : industrie, gestion, calculs scientifiques et techniques, enseignement, etc.

A cet égard on a développé des langages de programmation de plus en plus adaptés à des besoins précis. Les plus importants se sont imposés dans l'ordre suivant :

1956 : FORmula TRANslator ou FORTRAN destiné aux calculs scientifiques et techniques.

1958 : ALGOrithmique Language ou ALGOL orienté vers la résolution des problèmes mathématiques.

1959 : COmmon Business Oriented Language ou COBOL adapté à la résolution des problèmes de gestion de nature commerciale ou administrative.

1964 : Programming Language N°1 ou PL1 qui regroupe les avantages des trois précédents.

1965 : Beginner's All purpose Symbolic Introduction Code ou BASIC outil pédagogique intéressant par sa facilité d'apprentissage et son caractère interactif.

1970 : PASCAL (défini par le chercheur suisse Niklaus WIRTH) outil pédagogique convenant très bien à l'étude des structures de données.

La programmation n'était pas toujours une tâche facile comme le pensaient quelques uns et l'apprentissage d'un langage de programmation ne se fait pas du jour au lendemain. Ceci dit, il faut passer par plusieurs étapes (méthode constructive) pour avoir un programme bien fait et correct. En effet :

Etant donné un problème à résoudre, connaissant la situation de départ (celle des données) et sachant celle que l'on veut obtenir (objectif du programme) ; si ces situations sont proches l'une de l'autre, le chemin qui les sépare est court et l'action qui conduit de l'une à l'autre est facile à imaginer. Si elles sont trop distantes, il faut inventer des situations intermédiaires jalonnant le chemin, puis en déduire les actions à prendre. Il se peut qu'il faille repasser plusieurs fois au même point (cas d'une boucle de programme). Cela ne change pas la façon d'opérer, mais nécessite une façon de trouver la situation générale que l'on rencontrera plusieurs fois.

Exemple :
Soit L la liste des notes d'un élève L = {l1, l2, ..., ln}, cherchons la meilleure note obtenue. Une façon de résoudre le problème est la suivante :

Regardons les deux premières notes de l'élève, on a facilement la plus grande en les comparant. Ce n'est pas fini car la troisième note peut être la plus grande. Essayons de généraliser. A un certain moment, on aura regardé une partie des notes à partir du début de la liste, et trouvé la meilleure de celles-ci. Voilà la situation générale : Soit i le nombre de notes regardées et m la meilleure de ces notes, alors si i = n, on aura terminé et m sera la meilleure note cherchée, sinon on compare m avec la note li+1 et m prend la valeur du plus grand des deux, ainsi m sera la meilleure note des (i+1) premières notes. Avec cette méthode, on est sûr d'atteindre la fin de la liste L. Reste le cas où L est réduite à une seule note, celle-ci est  évidemment la meilleure.

Malheureusement, des habitudes de travail ont été prises depuis les débuts de la programmation et subsistent encore. En effet, le programmeur rédige son programme à partir d'un organigramme établi dont les actions sont décrites d'une façon non très précise ou elles sont seulement suggérées. Il était donc inévitable que le programme contienne des erreurs. Comme le programme contient en général beaucoup d'instructions, retrouver une erreur dans un programme était extrêmement difficile. Le programmeur s'est donc fait aider par la machine (méthode empirique) : en faisant exécuter le programme et en observant son comportement, le programmeur peut arriver à localiser les erreurs.

L’objectif de notre cours est de doter le programmeur de moyens et de techniques lui permettant d’écrire des programmes corrects en évitant la méthode empirique.

Traitement  Automatique  de 
l'Information et Ordinateurs

1-  DÉFINITION

L’informatique est le traitement automatique de l’information.

2-  QU'EST CE QUE L'INFORMATION ?

Je lis ou j'écoute un bulletin d'informations quand je désire apprendre quelque chose que j'ignore. Quel temps fera-t-il demain ? A quelle heure part le prochain train ?

Toutes ces informations ont une chose en commun : la connaissance que je cherche m'est transmise par un texte parlé ou écrit.

Le problème qui se pose, c'est que la personne qui profite de ces connaissances transmises par l'information, c'est celle qui peut déchiffrer le texte de l'information. Mais, le fait de déchiffrer un texte n'est pas suffisant pour en tirer une connaissance nouvelle. Il faut qu'on comprenne ce qu'on lit. De là découle la définition suivante :

" L'information est un texte susceptible d'apporter une connaissance ".

A partir de cette définition, on sépare l'information de la connaissance qu’elle peut éventuellement apporter. On sépare même le texte du sens qu'il ne possède que pour certains. Le texte existe pour tous, mais le sens n’est assimilé que par quelques-uns.

Ainsi, l’information est le support de la connaissance. L'information est donc la suite de caractères alphanumériques qui compose un texte (information logique ou numérique) ou la suite des signaux électriques ou sonores (information analogique).

Une fois l'information transmise, on est amené à la traiter pour en tirer des résultats.

Exemple :  

Le comptable d'une entreprise reçoit des informations sur les employés (nombre d'heures de travail, grade, ancienneté‚etc.) afin de préparer la paie de chaque employé.

Dans cet exemple, on distingue deux types d’informations :

· Les informations concernant chaque employé ; ce sont les données qui vont être traitées (informations traitées) pour réaliser la paie.

· Les informations permettant le calcul de la paie (informations traitantes) ; ce sont en fait les instructions.

L’information est une quantité mesurable. La plus petite unité de mesure est l’Octet (un octet est l’équivalent d’un caractère).

1 Kilo  octets  = 1 Ko = 1024 octets

1 Méga octets = 1 Mo = 1024 Ko

1 Géga octets  = 1 Go = 1024 Mo

Le traitement de l'information exige souvent un temps considérable et de grandes précautions. De ce fait, on fait recours au traitement automatique de l'information, qui  apporte, grâce au développement technologique, une fiabilité considérable avec une vitesse remarquable.

Parmi les outils technologiques permettant le traitement automatique de l'information, on trouve l'Ordinateur.

3-  STRUCTURE ET FONCTIONNEMENT DES ORDINATEURS

[image: image1.wmf]L'ordinateur est un système de traitement de l'information qui opère à des vitesses considérables (10-6 secondes pour une opération de multiplication par exemple). Il est doté d'un organe très important de stockage de l'information. Il est formé de plusieurs unités reliées à une unité particulière : l'unité centrale (UC). Celle-ci assure l'organisation du fonctionnement de l'ensemble grâce à un circuit appelé microprocesseur.

Schéma Général
3.1-  Unité Centrale ( UC)

L'unité centrale est composée de l'ensemble des organes électroniques qui effectuent les opérations demandées à la machine. Ces opérations sont réalisées par un jeu d'instructions qui caractérise la machine particulière sur laquelle on travaille. Ces instructions sont des instructions élémentaires arithmétiques, logiques ou caractérisant le mouvement de données entre la mémoire centrale et les unités périphériques (organes d'entrée/sortie).

L'unité centrale peut être décomposée fonctionnellement et physiquement en quatre unités : les registres, la mémoire centrale, l’unité arithmétique et logique, et l’unité de commande.

3.1.1- Registres

Ce sont des éléments de mémoire capables de contenir une information (donnée ou instruction) au cours d'un traitement. Les différents registres sont : l'Accumulateur, le compteur ordinal, le registre d'état, les registres index, etc.

3.1.2- Mémoire Centrale

C'est un ensemble de cellules pouvant contenir chacune une information. Chaque cellule est connue par son adresse. Deux types d'informations peuvent exister en mémoire centrale : les instructions (informations traitantes) et les données (informations traitées). La mémoire centrale communique avec l'unité de commande par l'intermédiaire du registre d'adresse lié à la mémoire centrale.

3.1.3- Unité Arithmétique et Logique (U.A.L.)

Elle constitue la partie active de l'ordinateur ; celle qui traite les données pour fournir des résultats. Les données sont communiquées à l'U.A.L. par l'unité de commande grâce au registre Accumulateur lié à l'U.A.L.


3.1.4- Unité de Commande

C'est l'unité qui extrait les instructions de la mémoire et les analyse. Elle comporte :

· Un compteur ordinal qui contient l'adresse de la nouvelle instruction à exécuter.

· Un registre instruction qui contient l'instruction extraite de la mémoire. Ce registre comprend deux parties :

· Une première contenant le code opération qui définit l'opération à exécuter (addition, multiplication, branchement, etc.).

· Une deuxième contenant l'adresse de l'opérande.

· Un séquenceur qui, après analyse du code opération, fournit les commandes à l'ensemble des unités de la machine (mémoire et unité arithmétique et logique) pour leur faire exécuter les différentes phases de l'instruction.

3.2-  Unité d'échange

Elle est généralement capable de gérer le transfert, aussi bien en entrée qu'en sortie, d'un ensemble d'informations entre les unités périphériques et la mémoire centrale. Pour initialiser un tel transfert, l'unité de commande fournit à l'unité d'échange :

· L'adresse de l'unité périphérique concernée.

· L'adresse de rangement de la première information transférée.

A la fin du transfert, l’unité d'échange avertira l'unité de commande.

3.3-  Unités périphériques

On distingue :

· Les organes d'entrée/sortie permettant l’échange d’informations entre le système et le milieu extérieur (son environnement). 

Les principaux organes d’entrée sont le clavier et la souris.

Les principaux organes de sortie sont l’écran et l’imprimante.

· Les mémoires auxiliaires qui sont des supports de stockage de grande capacité. 

Les principaux supports de stockage sont les disquettes, les disques durs et les CDROM.

L’information est stockée dans ces différents supports sous forme de fichiers.

Un fichier est un ensemble fini d’informations de même type.

Il existe deux types de fichiers : les fichiers de Données (contenant des données) et les fichiers Programmes (contenant des instructions).

Caractéristiques d’un fichier

Un fichier est caractérisé par :

· Son nom : c’est une chaîne de caractères qui devrait être significative, afin de fournir des renseignements sur le contenu du fichier.

Exemples : Lettre, archive_97, etc.

· Son chemin : c’est la liste de noms des différents dossiers partant du dossier maître jusqu’au dossier contenant le fichier. Le caractère ‘\’ sépare deux noms de dossiers consécutifs.

Exemples : C:\WINDOWS\SYSTEM\ ; A:

· Son extension : c’est une chaîne alphabétique qui indique le type de fichier 
(fichier de données ou fichier programme).

Quelques exemples d’extensions de fichiers sont donnés dans le tableau suivant :

	Fichiers de Données
	Fichiers Programmes

	
	Programmes directement exécutables par l’ordinateur
	Programmes non directement exécutables par l’ordinateur

	DOC : document WORD

XLS : document EXCEL

BMP : image PAINT
	EXE

COM
	PAS : programme PASCAL

BAS : programme BASIC


Notion de logiciel

Un logiciel est un ensemble de fichiers Programmes et de fichiers de Données, caractérisant une application particulière (Traitement de textes, Tableur, Gestionnaire de bases de données, etc.).

Au moment de l’exécution d’un logiciel, un de ses programmes réside de façon permanente en mémoire centrale : c’est le programme maître. Les autres programmes, stockés en mémoire auxiliaire, sont appelés en mémoire centrale au besoin et disparaissent de celle-ci après l’accomplissement de leur tâche.

Les instructions du programme maître sont des instructions internes, alors que celles des autres programmes sont externes.

4-  COMMUNICATION AVEC L'ORDINATEUR : PROGRAMMATION

Communiquer avec l'ordinateur nécessite un langage. 

Le premier langage apparu, fût le langage machine ou langage binaire, directement exécutable par la machine. Pour ce langage, l'information est une suite composée de 0 et de 1.

Pour une machine à une adresse, une instruction machine doit fournir à l'unité de commande :

· La nature de l'opération à réaliser (code opération).

· L'adresse de la deuxième donnée ; la première étant dans l'accumulateur, le résultat sera rangé dans celui-ci.

Format d'une instruction 

Co  Adr_Opr (Co et Adr_Opr  sont deux nombres binaires qui représentent respectivement  le code opération et l'adresse de la donnée).

Les différents types d'instructions ainsi que leurs effets sont présentés dans le tableau suivant :

	Instructions
	Effet

	Instructions de transfert 
	Chargement dans l'accumulateur d'une donnée en mémoire ou rangement en mémoire d'une donnée à partir de l'accumulateur.

	Instructions arithmétiques 
	Illustrant une opération arithmétique entre une donnée en mémoire et l'accumulateur.

	Instructions de branchement
	agissant sur le compteur ordinal.


Écrire un texte en langage machine était une tâche fastidieuse, et n'était possible que par des spécialistes (langage intimement lié aux circuits logiques de la machine).

Après, vient le langage assembleur qui reste élémentaire, dépendant de la machine, mais non directement exécutable par celle-ci. 

Une instruction assembleur se compose :

· d'un mnémonique représentant le code opération,

· d'adresses symboliques représentant les adresses des données et des différents registres.

Exemples d’instructions en assembleur (8086/8088)

Instruction de transfert

MOV destination, source ( destination = source

MOV transfère une copie de l’information contenue dans l’opérande source vers l’opérande destination.

MOV Bx, 300 ( mettre dans le registre Bx la valeur 300.

MOV Bx, $100 ( mettre dans Bx le contenu de l’adresse $100.

Instruction arithmétique

ADD destination, source  (  destination = destination + source

ADD Ax, 300 ( ajouter la valeur 300 au contenu du registre Ax et mettre le
                                  résultat dans Ax

ADD Bx, Ax ( ajouter le contenu du registre Ax à celui de Bx et mettre le
                                 résultat dans Bx.

Instruction de branchement

JMP cible (  transfère sans condition la commande à l’emplacement ciblé.

JMP 100   (  aller à la commande N°100.

Enfin, vient la génération des langages évolués (Basic, Fortran, Cobol, Pascal, Etc.).

Ces langages possèdent les propriétés suivantes :

· Ils sont indépendants de la machine.

· Ils permettent de s'approcher des présentations habituelles (A=B+C ;  A<B ;  etc.), donc s'approcher du langage de l'utilisateur et non plus de celui de la machine.

· Ils ne sont plus directement exécutables par la machine ; donc un traducteur (interpréteur / compilateur) est nécessaire.


Remarque

· Le texte du traducteur doit être en langage machine.

Compilateurs et interpréteurs de programmes

Un compilateur permet la traduction d'un programme écrit dans un langage évolué (programme source) en langage machine (programme objet).

La compilation peut être subdivisée en différentes phases :

· L'analyse lexicale : son rôle est de lire le texte source et de former des unités syntaxiques.

· L'analyse syntaxique : permet de construire l'arbre syntaxique d'une phrase.

· La production du code objet : le but final d'une compilation est la production d'un texte écrit en langage machine.

· L'optimisation du code : le code produit par le compilateur doit être performant ; c'est-à-dire rapide à l'exécution et peu coûteux en place mémoire.

· La gestion d'une table de symboles : un compilateur doit construire, modifier et consulter une table des identificateurs tout au long de son fonctionnement.

· Le traitement des erreurs : durant la compilation, les erreurs lexicales, syntaxiques ou quelques erreurs logiques doivent être détectées et leur diagnostic doit être clair et précis.

Un interpréteur, contrairement à un compilateur, ne crée pas de programme objet, mais exécute directement les actions demandées par le programme source au fur et à mesure de leur rencontre.

Algorithmique

5-  MÉTHODE INFORMATIQUE DE RÉSOLUTION D'UN PROBLÈME

Un programme informatique n'est pas un élément de résolution en lui-même. Ce n'est qu'un automate
 matérialisant un schéma de résolution pour produire les grandeurs cherchées quand on lui injecte les grandeurs connues. Le travail de résolution du problème est donc totalement à la charge du programmeur qui doit transformer une méthode en un composant opérationnel qui est le programme.

La résolution informatique d'un problème comporte plusieurs phases préliminaires à l'exécution du programme, lesquelles sont présentées ci-dessous.

Phase d'étude 

Cette phase sert à inventorier ce qui est connu ou observable et ce qui est à connaître. On identifie ensuite les relations entre les grandeurs connues et les grandeurs à connaître, ce qui détermine le modèle.

Phase de réalisation du modèle

Le fait d'avoir un modèle n'implique pas forcément qu'on dispose d'une méthode pour le réaliser. Le travail de réalisation du modèle consiste à déterminer un enchaînement d'opérations produisant les grandeurs cherchées à partir des grandeurs connues, en respectant le modèle. Cet enchaînement d'actions constitue en fait le schéma de résolution. 

En l'absence du schéma de résolution pour un modèle donné, on essaie de simplifier ce dernier en le remplaçant par un modèle approché pour lequel on dispose d'une méthode de résolution.

Remarque

· les deux phases précédentes constituent la phase d'Analyse.

Phase de spécification

Le schéma de résolution est souvent exprimé d'une manière pas assez claire ou il est d'un niveau sémantique trop élevé par rapport aux opérations informatiques. Il convient alors de l'exprimer d'une manière précise et complète en termes informatiques. Cette phase de spécification produit les algorithmes (descriptions des traitements) et les descriptions de données. A ce niveau, on dispose d'un processus informatique de résolution sans lien avec une machine particulière ; ce processus n'est donc pas opérationnel.

Phase de traduction

Pour la mise en œuvre effective du processus informatique de résolution sur une machine particulière, on doit traduire les algorithmes et les descriptions de données dans un langage de programmation disponible sur cette machine. On obtient alors un programme directement interprétable ou compilable, puis exécutable sur cette machine.

Bibliographie :Ecole Normale supérieure (Brahim Lamharchi et Souad Miara)
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� Un automate fini est constitué d'un ensemble fini d'états, d'un ruban d'entrée qui contiendra la chaîne à examiner, d'une tête de lecture qui pointe sur ce ruban et d'une fonction de transition qui lui permet de passer d'un état à un autre, durant la lecture de la chaîne d'entrée.

















