[image: image41.png]Medesine generale
Medecin Hospitalir de Qu
Ophtaimelogus
Cardilogue.

Rhumatologus

Chinrgie Urologique
Chinrgie Dentite

Demato-Vansrologue.

Specialite apparei dige.



[image: image42.png]


[image: image43.png]


[image: image44.png]UNIVERSITE PARIS

DAUPHINE




DESS SITN / ID

DATAMINING

[image: image45.png]Medesine generale
Medecin Hospitalir de Qu
Ophtaimelogus
Cardilogue.

Rhumatologus

Chinrgie Urologique
Chinrgie Dentite

Demato-Vansrologue.

Specialite apparei dige.



                











      
       Réalisé par :

 Karamatou LIADY

     &

Antoine HOUENONTIN

Enseignant :
   Edwin DIDAY








Avril 2005
CONFIDENTIEL

Sommaire

5I. Introduction


6II. Etat de l’art du DataMining


6II.1 L’environnement de l’entreprise


6II.2 Présentation du DataMining


7II.3 Qu’est-ce que le Datamining ?


8II.4 À quoi sert le data mining ?


9II.5 Les logiciels de data mining sur le marché


10II.5.1
Intelligent Miner, d’IBM


10II.5.2
Clementine, de SPSS


10II.5.3
SAS Entreprise Miner, de SAS


11II.6 Sodas


11II.6.1
L’analyse des données symboliques


13II.6.2
Fonctionnement


14II.6.3
Interface


15III. La base de données


15III.1 Description des tables


16III.2 Schémas relationnels


16III.3 Description des colonnes


18III.4 Echantillon d’étude


18IV. Variables et requêtes


18IV.1 Problématique


18IV.2 Individus, variables de description et  concepts


19IV.3 Création de requêtes


19IV.3.1
Requête principale


19IV.3.2
Add Single


20V. Sodas : DB2SO


20V.1 Généralités


20V.2 Description du module


25VI. Les méthodes utilisées


25VI.1 Méthode VIEW


25VI.1.1
Présentation de la méthode


26VI.1.2
Application


28VI.1.3
Interprétation des résultats


30VI.2 Méthode DSTAT


30VI.2.1
Présentation la méthode


30VI.2.2
Application et interprétation


30VI.2.3
Fréquences relatives


33VI.2.4
Les capacités


35VI.3 Méthode SPCA


35VI.3.1
Présentation de  la méthode


35VI.3.2
Application


37VI.3.3
Résultats et interprétation


39VI.4 Méthode DIV


39VI.4.1
Présentation de  la méthode


39VI.4.2
Application et interprétation


44VI.5 Méthode HIPYR


44VI.5.1
Présentation de la méthode


44VI.5.2
Application et interprétation des résultats


48VI.6 Méthode  SCLUST


48VI.6.1
Présentation de la méthode


48VI.6.2
Application


49VII. Conclusion


50VIII. Annexe : Les prises en charge




Introduction 

Face à la rapidité d’évolution de l’environnement, la prise de décision est devenue cruciale pour les dirigeants d’entreprises. L’efficacité de cette décision repose sur la mise à disposition d’informations pertinentes et d’outils adaptés. Le problème des entreprises est d’exploiter efficacement d’importants volumes d’informations, provenant soit de leurs systèmes opérationnels soit de leur environnement extérieur, pour supporter la prise de décision.

Pour pallier répondre à ce besoin, des systèmes décisionnels ont été développés et de sont de plus en plus utilisés par les entreprises. La plupart de ces systèmes se basent sur un espace de stockage centralisé, appelé entrepôt de données.

Le terme anglais datamining exprime bien le travail de " mineur de fond " qu'il est nécessaire d'effectuer sur d'énormes " gisements " de données pour en extraire le " minerai " d'enseignements utiles à une entreprise ou une administration. 
Ce type d'application appartient à la famille des logiciels d' aide à la décision. La base sur laquelle ils travaillent sont les énormes entrepôts de données d'aujourd'hui, qui peuvent contenir des dizaines de gigaoctets  bien qu’ils puissent aussi utiliser des bases de données classiques (de moins en moins). 

Les logiciels d’analyse de données classique ne permettent par contre de prendre en compte toutes les informations. 

Résumer ces données, à l'aide de concepts sous-jacents (une ville, un produit...), afin de mieux les appréhender et d'en extraire de nouvelles connaissances constitue  donc une question cruciale.  Le logiciel libre d’analyse de données symboliques, SODAS a pour objectif de répondre à cette question.

L’étude de Datamining que nous réalisons porte sur les données issues de remboursements (sur un trimestre) de bénéficiaires âgés de plus de 70 ans et affiliés à la Mutuelle Sociale Agricole (MSA). 

Dans un premier temps, nous ferons un état de l’art du Datamining en général, ce qui nous conduira à positionner le logiciel SODAS parmi les outils de Datamining sur le marché.

Une autre phase du travail permettra de poser une problématique relative à la base de données dont on dispose et dont on fera une description complète (tables, liens, schémas relationnels). De cette problématique sera dégagée les individus et les concepts

Enfin, nous appliquerons quelques méthodes de SODAS à ces données modélisées sous forme de concepts afin d’extraire des connaissances et de pouvoir mieux répondre aux questions que l’on pose.

I. Etat de l’art du DataMining

I.1 L’environnement de l’entreprise

L’accroissement de la concurrence, l’individualisation des consommateurs – la «démassification» - et la brièveté du cycle de vie des produits obligent les entreprises à non

plus simplement réagir au marché mais à l’anticiper. Elles doivent également cibler au mieux leur clientèle afin de répondre à ses attentes. La connaissance de son métier, des schémas de comportement de ses clients, de ses fournisseurs est essentielle à la survie de l’entreprise, car elle lui permet d’anticiper sur l’avenir.

Aujourd’hui, les entreprises ont à leur disposition une masse de données importante. 

Les systèmes d’informations se sont développés pour contribuer à améliorer la productivité des traitements. Depuis deux décennies environ, l’attention des entreprises s’est progressivement détournée des systèmes opérationnels pour se porter sur des systèmes décisionnels qui contribuent véritablement à la différenciation stratégique de l’entreprise. 

Les fournisseurs de solutions informatiques ont donc développé des offres nouvelles autour du concept de « Data Warehouse » ou « entrepôt de données », vastes bases de données décisionnelles détaillées, orientées sujet et historisées. 

 Ces réservoirs de connaissance doivent être explorés afin d’en comprendre le sens et de déceler les relations entre données, des modèles expliquant leur comportement.

Dans cette optique, la constitution d’un Data Warehouse, regroupant, sous une forme homogène, toutes les données de l’entreprise sur une longue période, offre des perspectives nouvelles aux utilisateurs, notamment en terme d’extraction de connaissances grâce aux outils de Data Mining.

I.2 Présentation du DataMining

Le terme de Data Mining est souvent employé pour désigner l’ensemble des outils permettant à l’utilisateur d’accéder aux données de l’entreprise, de les analyser. Le terme de Data Mining désignent les outils ayant pour objet de générer des informations riches à partir des données de l’entreprise, notamment des données historiques, de découvrir des modèles implicites dans les données. Ils peuvent permettre par exemple à un magasin de dégager des profils de client et des achats types et de prévoir ainsi les ventes futures. Il permet d’augmenter la valeur des données contenues dans le Data Warehouse.

Ces entrepôts de données disposent bien sûr de capacités de reporting, c’est-à-dire de présentation de données ou d’agrégats sous forme de tableaux ou de graphiques, mais ils permettent rarement de découvrir des associations ou des tendances qui se nichent dans les tréfonds d’une base de données, d’où l’émergence du Data Mining.

Les outils d’aide à la décision, qu’ils soient relationnels ou OLAP, laissent l’initiative à l’utilisateur, qui choisit les éléments qu’il veut observer ou analyser. Au contraire, dans le cas du Data Mining, le système a l’initiative et découvre lui-même les associations entre données, sans que l’utilisateur ait à lui dire de rechercher plutôt dans telle ou telle direction ou à poser des hypothèses. Il est alors possible de prédire l’avenir, par exemple le comportement d’un client, et de détecter, dans le passé, les données inusuelles, exceptionnelles.

Ces outils ne sont plus destinés aux seuls experts statisticiens mais doivent pouvoir être employés par des utilisateurs connaissant leur métier et voulant l’analyser, l’explorer. Seul un utilisateur connaissant le métier peut déterminer si les modèles, les règles, les tendances trouvées par l’outil sont pertinentes, intéressantes et utiles à l’entreprise. Ces utilisateurs n’ont donc pas obligatoirement un bagage statistique important, du moins est-ce l’objectif visé. 

On pourrait définir le DATA MINING comme une démarche ayant pour objet de découvrir des relations et des faits, à la fois nouveaux et significatifs, sur de grands ensembles de données.

La pertinence et l'intérêt du data mining sont conditionnés par les enjeux attachés à la démarche entreprise, qui doit être guidée par des objectifs directeurs clairement explicités ("améliorer la performance commerciale", "mieux cibler les prospects", "fidéliser la clientèle", "mieux comprendre les performances de production"...).

Le succès du concept de DATA WAREHOUSE et le nombre croissant de bases de données décisionnelles disponibles dans les entreprises, dynamise fortement l'offre Data Mining. Cette offre tend à se démocratiser, en cherchant à rendre accessible au plus grand nombre,  les divers outils du data mining. 

I.3 Qu’est-ce que le Datamining ?

Le DataMining peut être défini comme l’exploration et analyse, par des moyens automatiques ou semi-automatiques, d’un large volume de données pour en extraire des connaissances. Le mot connaissance est compris comme étant un ensemble de relations (règles, phénomènes, exceptions, tendances, …) entre les données.

Data mining est, en fait, une dénomination trompeuse. Les données sont sans valeur si elles ne sont pas interprétées. En interprétant des données on obtient des informations. Et il faut que les informations soient reçues, comprises et classifiées pour en obtenir des connaissances. 

Comme synonymes et presque synonymes on a :

· Data Dredging  (to dredge = excaver)

· Data Archeology

· Knowledge Discovery in Databases (KDD)

· Knowledge Extraction

I.4 À quoi sert le data mining ?

À présent, le domaine principal d’application est le marketing, en particulier la gestion de la relation client (GRC, en anglais : customer relationship management, CRM). Mais le Data Mining est également utile dans beaucoup d’autres domaines : la médecine, la biologie, les sciences sociales, la technique etc. D’une manière générale, le Data Mining a une raison d’être partout où les informations sont nombreuses et où les processus peuvent être améliorés, c’est à dire dans presque tous les secteurs d’activités.

Le tableau ci-après propose une ventilation non exhaustive des principales applications recensées par secteurs d’activité.

	Secteur d’activités
	Applications

	Grande distribution et VPC
	Analyse des comportements des consommateurs à partir des tickets de caisse

Recherche des similarités des consommateurs en fonction des critères géographiques ou sociodémographiques

Prédiction des taux de réponse en marketing direct

Prédiction de la probabilité  de renouvellement de la carte de fidélité

Prédiction du potentiel d’achat du client au cours des prochains mois

Vente croisée et activation sélective dans le domaine des cartes de fidélité 

Optimisation des réapprovisionnements

 

	Laboratoires pharmaceutiques
	Modélisation comportementale et prédiction de médications ou de visites

Optimisation des plans d’action des visiteurs médicaux pour le lancement de nouvelles molécules

Analyse comportementale des officines dans la diffusion d’un nouveau produit

Identification des meilleures thérapies



	Banques
	Segmentation de la clientèle dans des groupes homogènes

Recherche de formes d’utilisation de cartes caractéristiques d’une fraude

Modélisation prédictive des clients présentant des risques de clôture

Détermination de préautorisations de crédit revolving

Modèles d’arbitrage automatique fondés sur l’analyse de formes historiques des cours



	Assurance
	Modèles de sélection de tarification

Analyse des sinistres

Recherche des critères explicatifs du risque ou de la fraude

Prévision d’appels sur les plates-formes d’assurance directe



	Aéronautique, automobile et industries
	Calcul de la valeur des clients

Contrôle qualité et anticipation des défauts

Prévisions des ventes

Dépouillement d’enquête de satisfaction



	Transport et voyagistes
	Optimisation des tournées

Prédiction des carnets de commandes

Marketing relationnel dans le cadre de programmes de fidélité



	Télécommunications, eau et énergie
	Simulation de tarifs

Détection de formes de consommation frauduleuses

Classification des clients selon la forme de l’utilisation des services

Prévisions de ventes


I.5 Les logiciels de data mining sur le marché

Comme le volume de données est normalement très élevé dans toutes les applications du data mining, l’utilisation d’un logiciel s’impose. Il y en a beaucoup, et d’autres sont ajoutés presque chaque jour. Parmi les plus importants on trouve

I.5.1 Intelligent Miner, d’IBM

Intelligent Miner est un véritable logiciel intégré de data mining. Il couvre, par ses différentes fonctions, les techniques de segmentation, de discrimination, de prédiction, d’associations (temporelles ou non) et de comparaison de séries chronologiques. Techniquement, l’outil est optimisé pour fonctionner sur des machines symétriques ou parallèles en exploitant au mieux la multiplicité des processeurs. L’interface utilisateur d’Intelligent Miner devient, au fil des versions, de plus en plus intuitive et agréable. Elle facilite la prise en main tant sur le plan informatique que sur le plan statistique, mais l’outil reste avant tout destiné aux spécialistes. En ce qui concerne l’intégration avec les données, Intelligent Miner est étroitement couplé avec DB2, la base de données relationnelle  maison d’IBM. Mais il sait aussi travailler sur des fichiers séquentiels extraits d’autres systèmes de gestion de base de données ou de fichiers.

I.5.2 Clementine, de SPSS

Clementine, développé par la société britannique Integral Solutions, Ltd, a été racheté depuis par la société SPSS. L’outil se positionne comme un système intégré comprenant des arbres de décision, des réseaux de neurones, un moteur d’association des outils de régression linéaire et des réseaux de Kohonen. Il intègre un langage de programmation qui sert à automatiser le processus. Le logiciel fonctionne sur Windows NT et sous Unix et sait dialoguer avec la plupart des bases de données via ODBC.

I.5.3 SAS Entreprise Miner, de SAS

SAS possède une longue expérience des outils de statistiques traditionnels. Cette société propose la bibliothèque la plus complète pour construire des fonctions de régression, des analyses factorielles, des analyses d’association ou des typologies. L’outil se positionne comme un système intégré comprenant des arbres de décision, des réseaux de neurones, des outils de régression linéaire et des techniques de segmentation. L’intégration avec les bases de données et les programmes est totale. Le produit fonctionne sous Windows NT et sous Unix. SAS est particulièrement performant pour la construction de grille de score, grâce à son moteur de comparaison qui permet de lancer trois techniques en parallèle.

I.6 Sodas

Le logiciel SODAS est un logiciel libre issu d’un projet européen avec 17 équipes de projets et financé par EURO STAT. Il est un logiciel d’analyse de données symboliques. Les principaux avantages de ce logiciel est qu’il est gratuit et disponible sur Internet, sur le site : http://www.ceremade.dauphine.fr. 

I.6.1 L’analyse des données symboliques

Résumer les bases de données de taille parfois gigantesques par leurs concepts sous-jacents de façon à en extraire des connaissances nouvelles constitue une tâche d'importance grandissante. Savoir représenter ces connaissances par des expressions à la fois symboliques et numériques, savoir manipuler et utiliser ces expressions dans le but d'aider à décider, de mieux analyser, synthétiser et organiser les observations, tel est l'objectif que s'assigne l'analyse des données symboliques. 

Les concepts qu'ils soient fournis (une région, un groupe socio-économique, un type d'entreprise…) ou obtenus par classification automatique (nuées dynamiques, hiérarchie, pyramide, treillis de concepts) peuvent être modélisés par des données plus complexes dites « symboliques » où les propriétés peuvent s'exprimer par des valeurs qualitatives ou quantitatives mais aussi par des intervalles, des histogrammes ou des valeurs multiples munies de règles et de taxonomies. 

Ces objets symboliques booléens ou modaux permettent non seulement de décrire les concepts par leurs propriétés communes (booléennes, probabilistes...) mais aussi de calculer leur extension dans l'ensemble des individus qu'ils représentent (des habitants, des employés, des entreprises…). 

Individus de premier ordre et de second ordre 

Les bases de données qui se développent partout dans le monde prenant parfois des tailles gigantesques possèdent deux niveaux d'informations. Le premier concerne les entités de base appelées parfois « tuples » ou « individus ». Le second concerne des entités d'un niveau plus élevé que l'on peut appeler « concepts » pouvant représenter de grandes quantités d'informations, obtenues par classification automatique ou par une requête. 

Le tableau de données symboliques 

Un « tableau de données symboliques » autorise plusieurs valeurs par case, ces valeurs étant parfois pondérées et liées entre elles par des règles et des taxonomies. Plusieurs sources d'unités statistiques (« individus ») munies de variation interne sont évoquées comme les bases de données, les données stochastiques, les séries chronologiques, les données confidentielles... 

L'Analyse des données symboliques a pour objectif d'étendre l'analyse des données traditionnelles aux tableaux de données symboliques pour en extraire des objets symboliques. 

Différents types d'objets symboliques sont considérés selon que les variables décrivant les individus sont à valeur « intervalle », « histogramme » ou « variable aléatoire ». On propose en particulier une modélisation stochastique où pour chaque variable, chaque individu est décrit par une variable aléatoire, ces variables aléatoires pouvant être dépendantes et de lois différentes d'un individu à l'autre. Les treillis constituent la structure sous-jacente des objets symboliques. Les « pyramides classifiantes » permettent de réduire les classes de ce treillis et d'en donner une représentation graphique. 

Les apports de l’analyse de données symboliques 

Par rapport aux approches classiques, l'Analyse des données symboliques présente les caractéristiques et ouvertures suivantes : 

· Elle s'applique à des données plus complexes. En entrée, elle part de données symboliques (variables à valeurs multiples, intervalle, histogramme, distribution de probabilité…) munies de règles et de taxonomies et peut fournir en sortie des connaissances nouvelles sous forme d'objets symboliques. 

· Elle utilise des outils adaptés à la manipulation d'objets symboliques de généralisation et spécialisation, d'ordre et de treillis, de calcul d'extension, d'intention et de mesures de ressemblance tenant compte des connaissances sous-jacentes basées sur les règles et taxonomies. 

· Elle fournit des représentations graphiques exprimant entre autres la variation interne des descriptions symboliques. Par exemple, en analyse factorielle, un objet symbolique sera représenté par une zone, elle-même exprimable sous forme d'objet symbolique, et pas seulement par un point. 

Les principaux avantages des objets symboliques peuvent se résumer comme suit : 

- Ils fournissent un résumé de la base plus riche que les données agrégées habituelles car ils tiennent compte de la variation interne et des règles sous-jacentes aux classes décrites, ainsi que des taxonomies fournies. 

- Ils sont explicatifs puisqu'ils s'expriment sous forme de propriétés des variables initiales ou de variables significatives obtenues (axes factoriels). 

- En utilisant leur partie descriptive, ils permettent de construire un nouveau tableau de données de plus haut niveau sur lequel une analyse de données symbolique de second niveau peut s'appliquer. 

- Afin de modéliser des concepts, ils peuvent aisément exprimer des propriétés joignant des variables provenant de plusieurs tableaux associés à différentes populations. Par exemple, pour construire un objet symbolique associé à une ville, on peut utiliser des propriétés issues d'une relation décrivant les habitants de chaque ville et une autre relation décrivant les foyers de chaque ville. 

- Ils peuvent être facilement transformés sous forme de requête d'une base de données. Ceci a au moins les deux conséquences suivantes : 

· Les objets symboliques formés à partir de la base par les outils de l'Analyse des données symboliques permettent de définir des requêtes et donc de fournir des questions qui peuvent être pertinentes. 

I.6.2 Fonctionnement 

SODAS permet l'extension des méthodes de l'Analyse des données classiques (Statistiques descriptives, Analyse factorielle, Classification Automatique, Arbres de décisions...) à des données symboliques. 

Son idée générale est la suivante : à partir d'une base de données, construire un tableau de données symboliques, parfois muni de règles et de taxonomies, dans le but de décrire des concepts résumant un vaste ensemble de données, analyser ensuite ce tableau pour en extraire des connaissances par des méthodes d'analyse de données symboliques. 

Les principales étapes d'une analyse des données dans SODAS, sont les suivantes : 

· Partir d'une base de données relationnelle (ORACLE, ACCESS...) 

· Définir ensuite un contexte par des unités statistiques de premier niveau (habitants, familles, entreprises, accidents...), les variables qui les décrivent, des concepts (villes, groupes socio-économiques, scénario d'accident...). le contexte est défini par une requête de la base. 

· Chaque unité statistique de premier niveau est associée à un concept (par exemple, chaque habitant est associé à sa ville). 

· On construit alors un tableau de données symboliques dont les nouvelles unités statistiques sont les concepts décrits par généralisation des propriétés des unités statistiques de premier niveau qui leur sont associées. 

Le logiciel SODAS permet alors d’analyser les données symboliques sous forme d’histogrammes, d’étoiles..., de les comparer par des calculs de dissimilarité, de les classifier, de donner une représentation graphique et une description symbolique des classes obtenues (hiérarchie divisive, hiérarchie ou pyramide ascendante de concepts), d'en donner une représentation graphique plane (analyse en composantes principales), de les discriminer (analyse factorielle discriminante, arbres de décision)... 

Interface
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L’interface du logiciel SODAS est très simple. Il est composé de trois fenêtres principales, regroupant toute l’analyse de données : 

(1) C’est la barre de menu : elle permet de créer la chaîne d’analyse des données. A l’aide de « sodas file » / « Import », on importe les données d’un logiciel de base de données (Access par exemple) vers SODAS. 

Le menu «  Chaining » /« Open » ou /« New » permet d’ouvrir une chaîne déjà existante ou d’en créer une. 

(2) C’est la fenêtre des méthodes d’analyse disponibles et mises au point pour SODAS. Ces méthodes peuvent être incorporées dans la chaîne pour analyser les données de la base. 

La méthode SOE est une méthode qui décrit graphiquement les concepts et ses variables. Elle permet de faire ressortir les caractéristiques principales de chaque concept. C’est la première méthode à utiliser pour l’analyse des données ensuite viennent les autres méthodes. 

(3) C’est la fenêtre principale : c’est la chaîne d’analyse. La « case » du dessus est celle qui correspond à la base de données utilisée. C’est un fichier .SDS qui est généré par le DB2SO. Il comprend toutes les requêtes appelées pour l’analyse. 

Les autres « cases » du dessous correspondent à toutes les méthodes utilisées lors de l’analyse. Le symbole d’une page représente le reporting des résultats de la méthode, et le schéma le plus à droite représente graphiquement les résultats, s’il y en a. 

Il suffit de cliquer deux fois sur l’icône voulu soit pour indiquer les arguments de la méthode (et les modifier), soit pour visualiser le rapport, soit pour visualiser les résultats. 

Après avoir décrit brièvement l’état de l’art de data mining, nous allons maintenant décrire le processus de data mining dans la section suivante.

II. La base de données

II.1 Description des tables

La base de données sur laquelle va porter notre étude de  data mining, à l’aide de Sodas, provient de Caisse Centrale de la Mutualité Sociale Agricole. Il s’agit  d’une base de données relationnelles sous ACCESS (MSA.mdb) recensant  les données relatives :

· aux bénéficiaires

· aux actes remboursés aux bénéficiaires

· aux médicaments délivrés

· aux personnels de santé consultés par les bénéficiaires

leurs caractéristiques, et les informations qui les décrivent.

La base de données est composée de six (6) tables à savoir :

· Beneficiaire. Elle contient tous les attributs relatifs à un bénéficiaire (âge, sexe …), à qui les médicaments remboursés ont été délivrés.
· Occurrence. Elle  contient toutes les caractéristiques d’un médicament remboursé par la Mutuelle Sociale Agricole à un bénéficiaire et relatif à une dispensation donnée.
Une occurrence représente un médicament délivré à un bénéficiaire et est caractérisée par un CIP, un prix, un taux de remboursement législatif, un taux de remboursement effectif, un code risque, un code de prise en charge, une année au remboursement, une généricité, une classe EPhMRA, un code du bénéficiaire et un code de la dispensation

·  Dispensation. La table dispensation stocke toutes les informations concernant les informations globales du remboursement d’un bénéficiaire.

 Une dispensation représente un ensemble de médicaments délivré à un bénéficiaire par un même médecin, un même pharmacien et à une même date. Une dispensation est caractérisée par le code du bénéficiaire, le code du médecin, le type de médecin, le code de l'exécutant (numéro du pharmacien) et la date d'exécution

· SpecialiteMedecin :  elle stocke les spécialités des médecins qui ont prescrit des médicaments aux bénéficiaires. 
· InfoCIP . La table InfoCIP  contient la liste de tous les médicaments remboursés que peut rembourser la Mutuelle Sociale Agricole.
· PriseCharge : C’est la table des médicaments. Elle table stocke tous les codes  de prise en charge possibles et leur libellé respectif.
II.2 Schémas relationnels
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II.3 Description des colonnes

Occurrence

· Le CIP est le club inter pharmaceutique, en sept chiffres, du médicament concernant l'occurrence. C'est le code qui permet d'identifier le médicament sans ambiguïté. 

· Le Prix correspond au prix exprimé, en centimes d'euros, du conditionnement du médicament concernant l'occurrence

· Le taux de remboursement législatif est le taux de remboursement stipulé lors de l'inscription sur les listes de remboursement pour un médicament indépendamment du statut du bénéficiaire à qui il a été délivré ou du contexte de l'acte pendant lequel il est prescrit. Il est égal à 35%, 65% ou 100%.
· Le taux de remboursement effectif est le taux de remboursement appliqué pour un médicament en fonction des considérations médicales ou médico-économiques applicables au bénéficiaire à qui il a été délivré. En fonction du médicament et du contexte de prescription par rapport à une affection reconnue pour un bénéficiaire donné, ce médicament peut être remboursé à 100% même si le taux de remboursement législatif est de 35% ou 65%. C'est le cas des médicaments prescrits dans le cadre d'une affection de longue durée (ALD) et sur la partie de l'ordonnancier bi-zone destinée à identifier spécifiquement ces prescriptions

· Le code risque est le type de soins pour lequel le médicament a été prescrit. Ce code renseigne sur le cadre dans lequel le médicament a été prescrit au bénéficiaire. Par exemple s'il est prescrit  dans le cadre d'une maternité, d'une invalidité, etc. 

· Le code de prise en charge est le renseignement qui permet de savoir quel taux de remboursement appliquer. Par exemple si c'est la prise en charge normale "01", c'est le taux de remboursement législatif qui sera appliqué ; par contre si la prise en charge correspond à une affection de longue durée (ALD), le taux de remboursement appliqué peut être différent du taux de remboursement législatif.

· L'année au remboursement est la date à laquelle le médicament a été admis pour la première fois dans le répertoire des médicaments remboursables par l'assurance maladie

· La généricité est le code qui renseigne sur l'appartenance ou non du médicament délivré au répertoire des groupes génériques
· La classe EPHMRA est la classe pharmaco-thérapeutique du médicament d'après European Pharmaceutical Marketing Association
· Le code du bénéficiaire est le code de la personne à qui le médicament a été délivré.
· Le code de la dispensation est le code de la dispensation à laquelle le médicament appartient.

Dispensation

· Le code de la dispensation est la concaténation du code du bénéficiaire, du code du médecin qui a prescrit la dispensation, du code du pharmacien qui a délivré la dispensation, de la date de prescription de la dispensation et de la date de délivrance de la dispensation

· Le code du bénéficiaire est le code de la personne à qui les médicaments, composant la dispensation, ont été prescrits, délivrés et remboursés

· Le code du médecin est le code du médecin qui a prescrit la dispensation

· Le Type de médecin est le code de la spécialité du médecin qui a prescrit la dispensation
· Le code de l'exécutant est le code du pharmacien qui a délivré la dispensation
· La date d'exécution est la date à laquelle la dispensation a été délivrée.

Bénéficiaire

· Le code du bénéficiaire correspond au code de la personne qui bénéficie de ce remboursement. Le code du bénéficiaire est la concaténation du numéro de l'invariant (INSSE), de la date de naissance et de la désignation

· L'âge est l'âge du bénéficiaire 

· Le sexe est le sexe du bénéficiaire

· Le code ouverture est le code d'ouverture de droit de l'assuré. C'est le code qui indique pourquoi le bénéficiaire est affilié à un régime de la Mutualité Sociale Agricole (MSA). Il renseigne sur le statut de la personne affiliée à un régime de la MSA
· Le canton de résidence est le canton dans lequel le bénéficiaire réside

· Le département de résidence est le département dans lequel le bénéficiaire réside

· Le régime est le type de régime auquel est affilié le bénéficiaire

· La désignation est le type du bénéficiaire c'est à dire si c'est un assuré, un ayant droit, etc

· Le nombre d'occurrences est le nombre total d'occurrences délivrées au bénéficiaire durant tout le trimestre
· Le montant total remboursable est la somme des prix des conditionnements délivrés pendant la période considérée c'est à dire les dépenses totales présentées aux remboursements
· Le montant total remboursé est le montant total effectif remboursé au bénéficiaire durant tout le trimestre. En considérant que ce sont les taux de remboursement effectifs qui ont été appliqués. 

II.4 Echantillon d’étude

Les données relatifs aux remboursements des bénéficiaires, âgés de plus de 70 ans, résidant dans le département du Morbihan (56) et affiliés au régime agricole pour le quatrième trimestre de l’année 2002. 

Il a été dénombré pour cette période

· 315 724 occurrences (la présence d’un médicament dans une dispensation)

· obtenues à partir de 81 861 dispensations

· concernant 19 541 bénéficiaires

Etant donnée la taille des données, nous limiterons notre étude à un échantillon de 500 occurrences.

III. Variables et requêtes

III.1 Problématique

Notre étude portera  sur les catégories de prises en charge des bénéficiaires qui ont été remboursés au cours du quatrième trimestre 2004. On  souhaite tirer des connaissances sur les prises en charge en générale (les plus coûteux, les plus remboursés, quelles sont les classes d’âges les plus concernées par l’adhésion à une prise en charge,  …)

III.2 Individus, variables de description et  concepts 

Pour répondre à la problématique, nous avons choisi comme individus les occurrences (500).

Les variables de description sont les suivantes :

· Le numéro de l’occurrence

· Le libellé du code EPhMRA du médicament délivré

· La généricité du médicament

· La prise en charge du médicament de l’occurrence

· Le prix du médicament concernant l’occurrence (en centimes d’euros)

· Le taux de remboursement effectif du médicament

· La spécialité du médecin qui a prescrit le médicament

· L’âge du bénéficiaire

· Le sexe du bénéficiaire

Les concepts sont les catégories de prise en charge des bénéficiaires qui ont consommé les médicaments relatifs à l’échantillon d’occurrences choisi.

III.3 Création de requêtes

III.3.1 Requête principale

La requête Req_Principale renvoie les individus de premier ordre, à savoir dans notre étude, les occurrences et les variables de description. Sa formulation en SQL est la suivante :

SELECT Occurrence.Numero, PriseCharge.PriseCharge, SpecialiteMedecin.LibelleSpecialite, InfoCIP.Generique, InfoCIP.LibelleEPhMRA, Beneficiaire.Sexe, Occurrence.Prix/100 AS Prix, Occurrence.TauxApplique/100 AS TauxApplique, Beneficiaire.Age

FROM InfoCIP, PriseCharge, Occurrence, Beneficiaire, SpecialiteMedecin, Dispensation

WHERE (((Beneficiaire.Beneficiaire)=[Occurrence].[Beneficiaire]) AND ((InfoCIP.CIP)=[Occurrence].[CIP]) AND ((PriseCharge.CodePriseCharge)=[Occurrence].[CodePriseCharge]) AND ((Dispensation.CodeSpecialite)=[SpecialiteMedecin].[CodeSpecialite]) AND ((Dispensation.Dispensation)=[Occurrence].[Dispensation]))

ORDER BY Occurrence.Numero;
III.3.2 Add Single

La deuxième requête Req_AddSingle renvoie les concepts (les prises en charge), les de description Nbr_Beneficiaire, Mt_Rembourse. Sa formulation en SQL est la suivante :

SELECT [Req_Principale].PriseCharge, Count([Req_Principale].PriseCharge) AS Nbr_Beneficiaire, sum([Req_Principale].Prix*[Req_Principale].TauxApplique/100) AS Mt_Rembourse

FROM Req_Principale

GROUP BY [Req_Principale].PriseCharge;

IV. Sodas : DB2SO

IV.1 Généralités

Le module  DB2SO de SODAS permet à l’utilisateur de créer un ensemble de concepts  (assertions) à partir des données stockées dans une base de données relationnelles. Il est supposé qu’un ensemble d’individus est stocké dans une base de données et que ces individus sont distribués dans des groupes. DB2SO peut alors construire une assertion pour chaque groupe d’individus.

IV.2  Description du module

DB2SO est invoqué à partir du menu Import dans SODAS File comme décrit sur la figure ci-dessus.
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Dans le menu File, on sélectionne New
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On sélectionne une source de données qui est, dans notre cas, une base Microsoft Access. Le driver ODBC est inclus dans Access ; ce qui permet à DB2SO d’accéder à la base de données. 
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Ensuite, on  indique le fichier .mdb comme sur l’écran suivant.
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Après avoir défini la base de données MSA_Nouv.mdb, on exécute la requête d’extraction des individus de la manière suivante 
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L’extraction des individus donne le résultat suivant :

[image: image8.png]He todfy Yew Toosars lindow 2
EECICIAE BT Bl
BEEOR

Extraction done in 0.1 ssconds
Synbolic data matriz is composed by

7 varisbles (4 qualitatives. 3 quantitatives)
9 assertions build from 497 individuals





Le menu Modify permet   à l’utilisateur de modifier des  assertions de la session courante. Plusieurs opérations peuvent être effectuées : ajouter des variables single-valued, set-valued aux concepts, des taxonomies …

Ainsi, pour ajouter des variables single-valued on fait :
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Ensuite on exécute la requête de la manière suivante :
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Après avoir exécuté toutes les requêtes, DB2SO nous fournit un récapitulatif reprenant toutes les variables et tous les concepts ainsi définis.

L’étape suivante est l’enregistrement de la session en un fichier .gaj à l’aide du menu File/Save as. Il faut après exporter ce fichier avec File/Export pour créer un nouveau fichier .sds qui sera la base de toutes les applications SODAS. 
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V. Les méthodes utilisées
V.1 Méthode VIEW

V.1.1 Présentation de la méthode

Cette méthode est le point de départ de l’analyse des données symboliques. Il s’agit d’un éditeur d’objets symboliques comme l’indique son nom (VIEW est l’équivalent de SOE dans SODAS 1.2). 

La méthode VIEW permet aux utilisateurs de visualiser dans une table tous les objets symboliques présents dans un fichier SODAS et d’effectuer  certaines modifications basiques sur les données dans cette table. L’éditeur fournit aussi des fonctionnalités pour visualiser les représentations (2D et 3D), et la représentation  SOL Symbolic Object Language) de chaque objet symbolique présent dans la table.

La méthode prend en entrée un tableau de données symboliques et à partir des objets symboliques choisis, elle affiche une "étoile" pour chaque objet symbolique suivant les variables sélectionnées. Chaque étoile correspond à une carte d’identité de l’objet symbolique qu’elle représente pour seulement les variables choisies dans ce cas. La représentation est différente selon le type de dimensions et le type des variables choisies.

· Etoile à Deux Dimensions (2D) 
Les variables continues sont représentées par un intervalle de variation de cette variable pour l’ensemble des individus de l’objet symbolique.


Les variables qualitatives sont représentées par plusieurs points dont la taille est proportionnelle au pourcentage selon la distribution des individus du concept et c’est le pourcentage le plus élevé qui sera considéré pour la représentation de l’objet symbolique. 

· Etoile à Trois Dimension (3D)
Les variables continues sont représentées par un segment correspondant à l’intervalle de variation de cette variable pour l’ensemble des individus du concept représenté par l’étoile. Quand l'utilisateur clique sur l’axe représentant une variable quantitative, il pourra voir paraître un intervalle avec les valeurs du minimum et du maximum des individus du concept pour cette variable quantitative.

Les variables qualitatives sont représentées par un histogramme suivant la distribution des individus du concept pour cette variable. Quand l'utilisateur clique sur l’axe représentant une variable qualitative, il pourra voir apparaître un histogramme avec les valeurs de distribution des individus du concept pour cette variable qualitative. 

Cette méthode qui consiste à éditer des concepts est prise en charge sous SODAS 2.50 à l'aide du module VIEW.
V.1.2  Application 

Dans la barre d’outil, on déroule le menu Chaining et on clique sur Select SODAS File pour sélectionner le fichier d’extension  .sds sur lequel on souhaite appliquer la méthode VIEW.
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Après avoir  inséré une nouvelle méthode avec Method/Insert, on glisse la méthode VIEW de la fenêtre Methods. On paramètre la méthode avec Method/Parameters

Après l’exécution de la méthode à l’aide de Method/Run method, la fenêtre se présente de la manière suivante
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Un double-clic sur l’icône 
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 permet d’afficher l’écran suivant 
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V.1.3 Interprétation des résultats

Exemple de représentation 2D pour la prise en charge Normale
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Exemple de représentation 3D pour la prise en charge Normale
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Pour la catégorie de prise en charge normale,  les distributions respectives du sexe et des spécialités médecin se présentent de la façon suivante :

 
Ce qui montre que dans cette catégorie de prise en charge, 67% des bénéficiaires remboursés au cours de la période choisie sont des femmes contre 33% d’hommes. Les médicaments remboursés aux bénéficiaires de cette prise en charge ont été prescrits pour 77% par des médecins généralistes et 10% par des ophtalmologues. L’âge des bénéficiaires concernés est situé entre 70.74 et 92.12 et 11% des médicaments remboursés (aux souscripteurs à la prise en charge normale) sont génériques.

Superposition

Il est possible de superposer les graphiques en étoile 2D ou 3D. Premièrement, on sélectionne dans la table les objets symboliques à représenter et on choisit  “Superimpose 2D” ou “Superimpose 3D”. Il est alors possible de comparer plusieurs objets. 
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Il apparaît que la prise en charge « ALD Non vignette » recouvre totalement la prise en charge normale. La médicaments achetés par les bénéficiaires de cette classe de prise en charge ont été remboursés intégralement ; ce qui n’est pas le cas de la prise en charge normale qui ne couvre que 35 à 65% du prix du médicament. Les points communs entre ces deux catégories de prise en charge sont qu’elles sont majoritairement composées de femmes et la plupart des médicaments remboursés sont non génériques.

V.2 Méthode DSTAT

V.2.1 Présentation la méthode

Les statistiques sur les variables permettent d’appliquer des méthodes, habituellement utilisées pour des données à des variables classiques, à des objets symboliques. Ces méthodes dépendent du type de calcul et du type des variables du tableau de données symboliques en entrée. Les différents types sont :

· les fréquences relatives pour les variables multi-nominales. Dans ce cas c’est la fréquence relative des différentes modalités.

· Les fréquences relatives pour les variables intervalles. L’histogramme est construit sur un ensemble d’intervalles égaux dont la borne inférieur (respectivement supérieur) est celle de la plus petite (respectivement grande) borne des intervalles associées à chaque concept étudié. Dans ce cas, ce sont une borne inférieure et supérieure qui sont considérées.

· Les capacités  et min/mean/max pour les variables multi-nominales probabilistes. Dans ce cas, la méthode permet de construire un histogramme des capacités des différentes modalités de la variable considérée. Dans l’histogramme capacité, la capacité d’une modalité est représentée par l’union des différentes capacités.

· Biplot pour les variables intervalles. Cette méthode représente un objet symbolique par un rectangle dans le plan de deux variables sélectionnées par l’utilisateur. La dimension de chaque côté du rectangle correspond à l’étendue de la variation de l’objet symbolique relativement à la variable de l’axe considérée.

V.2.2 Application et interprétation

De manière analogue comme pour la méthode VIEW, dans la barre d’outil, on déroule le menu Chaining et on clique sur Select SODAS File pour sélectionner le fichier d’extension  .sds sur lequel on souhaite appliquer la méthode DSTAT.

Après avoir  inséré une nouvelle méthode avec Method/Insert, on glisse la méthode DSTAT de la fenêtre Methods. On paramètre la méthode avec Method/Parameters selon les différents types de statistiques voulus comme suit :

V.2.3 Fréquences relatives

Pour appliquer les fréquences relatives pour les intervalles, on sélectionne d’abord les variables de type intervalle
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On sélectionne dans les paramètres la méthode statistique à appliquer : 
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Après l’exécution de la méthode à l’aide de Method/Run method, la fenêtre se présente de la manière suivante

Fréquence relative des âges
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Dans ce cas, la borne inférieure de l’âge de la population adhérente aux 9 catégories de prise en charge est de 70,73 et la borne supérieure de 96,11.

De plus, 0.0639% des 9 catégories de prise en charge est composé par des bénéficiaires dont l’âge est compris entre 86.25 et 88.75 ans. Ce qui correspond à 0.0639*9 = 0.5751 catégories de prise en charge c’est à dire qu’il n’y a pas de catégorie de prise en charge unique dont l’âge est compris entre 86.25 et 88.75 ans.

Il y a , au moins 1 catégorie de prise en charge dont l’âge des bénéficiaires est compris entre 91.5 et 93.5 parce que 0.1521*9 = 1.38

Fréquence relative des taux appliqués
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0.5778*9=5.36 catégories de prise en charge  soit  plus de la moitié des catégories de prise en charge remboursent entre 93.25 et 100% du prix du médicament.

V.2.4 Les capacités

Pour appliquer les fréquences relatives pour les intervalles, on sélectionne d’abord les variables de type modal
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On sélectionne dans les paramètres, la méthode statistique à appliquer :
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Chacun des graphiques ci-dessous associe un diagramme représentant l’étendue et la moyenne de la probabilité de chaque modalité sur l’ensemble des objets symboliques.

Moyenne, Minimum et Maxima des spécialités des médecins pour  les 9 catégories de prise en charge
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La borne supérieure des pourcentages de médecins généralistes qui consultent les bénéficiaires des 9 catégories de prise en charge 100%, la moyenne de   0.9228 est de 100%, la borne inférieure est de 76.92%   et la moyenne de 92.28%.

Moyenne, Minimum et Maxima du sexe pour  les 9 catégories de prise en charge
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L'amplitude de variation des pourcentages des hommes "code 1" et des femmes "code 2" est identique. Pour les hommes la moyenne est à 41.51% et pour les femmes la moyenne est à 58.49%. Ce qui veut dire que dans toutes les catégories de prise en charge, il y a plus de médicaments remboursés aux femmes qu’aux hommes ; ce qui implique que les femmes consomment plus de médicaments que les hommes.

V.3 Méthode SPCA

V.3.1 Présentation de  la méthode

La méthode SPCA correspond à l’analyse en composante principale classique. Mais au lieu d’obtenir une représentation par points sur un plan factoriel, SPCA propose une visualisation de chaque concept par des rectangles. L’objectif est d’étudier l’intensité des liaisons entre les variables et de repérer les concepts présentant des caractéristiques voisines. La SPCA est donc une méthode factorielle de réduction du nombre de caractères permettant des représentations géométriques des individus et des variables. La réduction se fait par la construction de nouveaux caractères synthétiques obtenus en combinant les variables 

initiales au moyen des « facteurs ».

Les éléments de la matrice de données sont des intervalles et chacun décrit la variation de la variable observée (minimum et maximum). La méthode n’accepte que les variables  continues. Pour chacune, l’utilisateur choisit ainsi son maximum et son minimum.

L’exécution de la méthode donne deux résultats :

1 - Le listing qui contient :

- La description de la matrice de données par une table : chaque ligne correspond

à une classe.

- Les valeurs propres, le pourcentage d’inertie et les premières composantes principales. Chaque classe est caractérisée d’abord par deux composantes principales et visualisée dans un plan factoriel par un rectangle.

- Les corrélations entre chaque variable descriptive et les composantes principales.

2 - Une représentation graphique des objets symboliques.

V.3.2  Application 

La méthode accepte seulement les variables continues, en entrée.

Nous avons choisi d’analyser pour chacun des catégories de prise en charge :

· le prix du médicament

· le taux appliqué

· l’âge du bénéficiaire

· l’année de remboursement du médicament
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Résultats et interprétation 

L’exécution de la méthode donne un listing  qui contient la matrice des coordonnées des objets symboliques sur les axes factoriels, la matrice de corrélation entre les variables et facteurs, les intervalles de corrélation entre variables et facteurs, les contributions des objets symboliques aux axes factoriels, la qualité de représentation des objets symboliques aux axes factoriels, …

MIXPCA   Coordinates [Min;Max]  (9 objs,2 fact)=

Objects             Factor 1


Factor 2




Normale              [ 0.09195;   1.71654]
[-0.01898;   1.55038]


ALDnon VignetteBleu  [-3.55117;   0.03959]
[-0.90354;   2.68144]


31MaladieSansRapport [ 0.78214;   1.67479]
[ 0.19171;   1.11947]


ALDsansRapport       [-0.80334;   1.71817]
[-0.91480;   1.47935]


ALDavecVignetteBleu  [-0.60501;   1.68734]
[-0.88176;   1.26547]


Autres Cas           [-0.48350;   0.03672]
[-0.87637;  -0.31333]


31MaladieNonVignette [-0.47106;  -0.03994]
[-0.85888;  -0.48098]


Pensions militaires  [-0.55042;  -0.39328]
[-0.83693;  -0.61839]


31MaladieEnRapport   [-0.42475;  -0.42475]
[-0.79193;  -0.79193]


Contributions of the SOs to the axes  (9 objs,2 fact)=

Objects             Factor 1
Factor 2


Normale               0.10915
 0.09571


ALDnon VignetteBleu   0.46589
 0.33966


31MaladieSansRapport  0.12621
 0.08057


ALDsansRapport        0.13289
 0.10940


ALDavecVignetteBleu   0.11869
 0.11887


Autres Cas            0.00869
 0.04747


31MaladieNonVignette  0.00826
 0.05971


Pensions militaires   0.01690
 0.06803


31MaladieEnRapport    0.01333
 0.08057


Quality measure of the SOs representation  (9 objs,2 fact)=

Objects             Factor 1
Factor 2


Normale               0.34241
 0.17266


ALDnon VignetteBleu   0.53912
 0.22603


31MaladieSansRapport  0.53687
 0.19709


ALDsansRapport        0.38120
 0.18048


ALDavecVignetteBleu   0.38906
 0.22408


Autres Cas            0.04257
 0.13381


31MaladieNonVignette  0.05586
 0.23234


Pensions militaires   0.13486
 0.31212


31MaladieEnRapport    0.12036
 0.41839


Correlations beetween variables and factors  (4 vars,2 fact)=

Var.       Factor 1
Factor 2


Prix        0.09643
 0.68028


AnneeRembo  0.52431
 0.54001


TauxAppliq -0.13994
 0.02275


Age         0.37383
 0.43296


Interval correlations beetween variables and factors  (4 vars,2  fact)=

Variables  Factor 1


Factor 2




Prix       [-0.99508;   0.13477]
[-0.21811;   0.99530]


AnneeRembo [-0.65862;   0.87301]
[-0.85701;   0.55465]


TauxAppliq [-0.98475;  -0.13994]
[-0.97217;   0.12937]


Age        [-0.78807;   0.54362]
[-0.87221;   0.53367]


Ce qui permet de donner la carte factorielle suivante :
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On peut donc en déduire:

· d’après la matrice de corrélation que le premier facteur (Axis 1) explique bien la variable année de remboursement (année où le médicament a commencé à être remboursé par la MSA) des médicaments et le deuxième facteur (Axis 2), le prix du médicament .

· d’après la carte factorielle que plus on se déplace vers la droite dur l’axe des abscisses plus l’année de remboursement des médicaments (consommés par les occurrences prises en compte) est de plus en plus récente et le prix de plus en plus faible

· d’après la carte factorielle que plus on se déplace vers le haut sur l’axe des ordonnées, plus le prix des médicaments achetés par les bénéficiaires de ce type de prise en charge est élevé.

Ceci permet donc de dégager clairement les caractéristiques de chaque objet symbolique.

Par exemple,  dans la catégorie de prise en charge « Normale », on rembourse beaucoup plus de médicaments actuels que dans la catégorie de prise en charge « 31MaladieNonVignetteBleuEnRapport » ce qui pourrait vouloir dire que la notion de vignette bleue est postérieure à l’existence de cette catégorie.

Le type de prise en charge « ALD Non Vignette Bleue », rembourse les prix les plus coûteux pour les médicaments (et ces médicaments figurent parmi les plus anciennement remboursés par la MSA)

Méthode DIV

V.3.3 Présentation de  la méthode

DIV est une méthode de classification hiérarchique qui part de tous les objets symboliques réunis dans une seule classe et procède ensuite par division successive de chaque classe. A chaque étape, une classe est divisée en deux classes suivant une question binaire ; ceci permet d’obtenir le meilleur partitionnement en deux classes, conformément à l’extension du critère d’inertie.

L’algorithme s’arrête après avoir effectuer k-1 division ; k étant le nombre de classes donné, en entrée, à la méthode par l’utilisateur.

Il ne s’agit pas du seul paramètre à saisir, en entrée de la méthode. L’utilisateur doit également choisir les variables qui seront utilisées pour calculer la matrice de dissimilarité, l’extension du critère d’inertie et pour définir l’ensemble des questions binaires utiles pour effectuer le découpage.

Au moment de choisir nos variables, il faut être attentif à deux choses principales :

- le domaine de définition des variables doit être ordonné car dans le cas contraire, les résultats obtenus seront totalement faux

- il n’est pas possible de mélanger des variables dont le domaine de définition est continu avec des variables dont le domaine de définition est discret. Dans la fenêtre de définition des paramètres de la méthode DIV du logiciel SODAS, l’utilisateur doit choisir entre des variables qualitatives et des variables continues.

Trois paramètres doivent également être définis :

- la dissimilarité entre 2 objets peut être normalisée ou non. Elle peut être normalisée en choisissant l’inverse de la dispersion ou bien l’inverse du maximum de la déviation. La dispersion des variables est, ici, une extension aux objets symboliques de la notion de variance

- le nombre k de classes de la dernière partition. La division s’arrêtera après k-1  itérations et la méthode DIV aura calculer des partitions de la classe 2 à la classe k

- la méthode DIV offre également la possibilité de créer un fichier partition ; il s’agit d’un fichier texte contenant une matrice (aij) dans laquelle, chaque ligne i ( [1,n] correspond à un objet et chaque rangée j ( [2,k-1] correspond à une partition en j classes. Ainsi, (aij) signifie que l’objet j appartient à la classe k, dans la partition en j classes.

Une fois ces différents paramètres définis, nous pouvons exécuter la méthode DIV. Nous

obtenons, en sortie, un listing contenant les informations suivantes :

- une liste de la « variance » des variables sélectionnées, à condition que ces variables soient continues

- pour chaque partitions de 2 à k classes, une liste des objets contenus dans chaque classe ainsi que l’inertie expliquée relative à la partition

- l’arbre de classification.

V.3.4 Application et interprétation

La méthode DIV va nous permettre de réaliser une classification hiérarchique des catégories de prise en charge par division successive de chaque classe, en partant d’une seule classe réunissant toutes les catégories de prises en charge.

Cette méthode ne permet pas d’étudier à la fois les variables qualitatives et les variables quantitatives. Nous procéderons alors en deux temps correspondant à chacun des types de variables.

1) Les variables qualitatives : 

- Sexe 

- Generique

- SpecialiteMedecin

Nous choisissons une partition en 5 classes

Paramètres : les variables sélectionnées sont : Generique, libelleSpecialite, Sexe. 
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Sélection des paramètres de la méthode:
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PARTITION IN 3 CLUSTERS :

-------------------------:

Cluster 1 (n=6) :

Normale 

ALDnon VignetteBleu

ALDsansRapport 

ALDavecVignetteBleu

Autres Cas 

31MaladieNonVignetteBleuEnRapport 

Cluster 2 (n=1) :

31MaladieEnRapport 

Cluster 3 (n=2) :

31MaladieSansRapportVignetteBleu 

Pensions militaires et Victimes de Guerre 

Explicated inertia : 70.639822

THE CLUSTERING TREE :

---------------------

   - the number noted at each node indicates

     the order of the division

   - Ng <-> yes and Nd <-> no 

           +----  Classe 1 (Ng=6)

           !                                                                                                                       

      !----2- [Sexe = 01]

      !    !                                                                                                                       

      !    +----  Classe 3 (Nd=2)

      !                                                                                                                            

 !----1- [Generique = 001]

      !                                                                                                                            

      +----  Classe 2 (Nd=1)

Le critère d’inertie est élevé. La classe 2 se distingue des uatres

Toutes les catégories de prises en charge de la classe 2 (cluster 2)  prennent en compte le remboursement de médicaments non génériques (Generique =0 ou generique = 4). 

Les catégories de prise en charge de la classe 1 (6) prennent en compte le remboursement des médicaments génériques prescrits aux femmes.

On peut donc conclure que les femmes semblent le plus souvent opter pour les 6 catégories de prise en charge suivantes :

· Normale 

· ALDnon VignetteBleu

· ALDsansRapport 

· ALDavecVignetteBleu

· Autres Cas 

· 31MaladieNonVignetteBleuEnRapport 

Et les hommes pour les catégories de prise en charge suivante :

· 31MaladieSansRapportVignetteBleu  

· Pensions militaires et Victimes de Guerre

1) Les variables quantitatives (addSingle)

- Nbr_Beneficiaire

- Mt_Rembourse
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Nous choisissons une partition en 5 classes

[image: image34.png]Divisive Classification

Parameters

Nomaisation

Number of classes

O Mo

O Inverse of dispersion

@ Inverse of masimum deviation

Vaiiables

Parameters

Preferences

Defauit

Save.





PARTITION IN 5 CLUSTERS :

-------------------------:

Cluster 1 (n=4) :

31MaladieSansRapportVignetteBleu 

31MaladieNonVignetteBleuEnRapport 

Pensions militaires et Victimes de Guerre 

31MaladieEnRapport 

Cluster 2 (n=1) :

ALDnon VignetteBleu 

Cluster 3 (n=2) :

Normale

ALDsansRapport 

Cluster 4 (n=1) :

Autres Cas 

Cluster 5 (n=1) :

ALDavecVignetteBleu 

Explicated inertia : 99.475704

THE CLUSTERING TREE :

---------------------

   - the number noted at each node indicates

     the order of the division

   - Ng <-> yes and Nd <-> no 

                +----  Classe 1 (Ng=4)

                !                                                                                                                  

           !----3- [Mt_Rembourse <= 66.165001]

           !    !                                                                                                                  

           !    !    +----  Classe 4 (Ng=1)

           !    !    !                                                                                                             

           !    !----4- [Nbr_Beneficiaire <= 17.500000]

           !         !                                                                                                             

           !         +----  Classe 5 (Nd=1)

           !                                                                                                                       

      !----2- [Mt_Rembourse <= 485.411507]

      !    !                                                                                                                       

      !    +----  Classe 3 (Nd=2)

      !                                                                                                                            

 !----1- [Mt_Rembourse <= 1578.691467]

      !                                                                                                                            

      +----  Classe 2 (Nd=1)

Le premier critère de découpage est le montant remboursé par la catégorie de prise en charge. Le critère d’inertie est très élevé.

Les catégories de prise en charge  ALDnon VignetteBleu, ALDavecVignetteBleu et Autres cas se distinguent des autres.

Par contre, la classe 1  montrent un regroupement des catégories de prises en charge sur les critères choisis.
La catégorie de prise en charge où on a le plus remboursé est (ALDnonVignetteBleu) celle où les bénéficiaires sont atteints d’une des affections figurant sur la liste des 30 maladies (soins autres que les médicaments « vignette bleue » en rapport avec cette affection : remboursement à 100%)

V.4 Méthode HIPYR 

V.4.1 Présentation de la méthode

Il s’agit d’une classification pyramidale qui généralise la hiérarchisation en autorisant les classes non disjointes à un niveau donné. 

La pyramide constitue un modèle intermédiaire entre les arbres et les structures en treillis. Cette méthode permet de classer des données plus complexes que ce qu'autorise le modèle classique et ceci en considérant la variation des valeurs prises par les variables. 

La pyramide est construite par un algorithme d’agglomération opérant du bas (les objets symboliques du bas niveau) vers le haut (à chaque niveau, des classes sont agglomérées).

Dans une classification pyramidale, chaque classe formée est définie non seulement par son extension (l’ensemble de ses éléments qui vérifient ces propriétés) mais aussi par un objet symbolique qui décrit ses propriétés (l’intension de la classe). L’intension est héritée d’un prédécesseur vers son successeur et il est ainsi obtenu une structure d’héritage.

La structure d’ordre permet l’identification de concepts intermédiaires ; c’est à dire de concepts qui comblent un vide entre des classes bien identifiées. Cet ordre peut être très intéressant dans le cas des comparaisons ou de détection de l’évolution d’un objet symbolique.

En entrée de cette méthode, l’utilisateur doit choisir les variables qui seront utilisées pour construire la pyramide. Ces variables peuvent être continues (des valeurs réelles), des intervalles de valeurs réelles ou bien des histogrammes. L’utilisateur sera invité à choisir entre des variables qualitatives ou continues mais il lui est également possible de les mélanger. 

V.4.2 Application et interprétation des résultats

Nous avons choisi les variables Generique, LibelleSpecialite, Sexe, Age comme paramètres en entrée de la méthode.

[image: image35.png]Hierarchical and Pyramidal Clustering

-Variables Selection————
Qi O Perype

Avallble variables 5

V3 (modal126] ThelE PR
V5 el Fiix

VE (el Taudpplique
Ve fouan) Nbi_Benelicisie
Ve fquan) M Rembourse

MNE EHE

Selected variables

Vi (modal9) Thelk5peciaie
V2 modal3) Generiaue,

Va  modal2] Sere

V7 inewval) Age

Variables Symbolic objects Paramets

Save ouputin -
e ouputin| £ VAFILERESWSA_ HIPYR il o Cancel





[image: image36.png]Hierarchical and Pyramidal Clustering

-Parameters

Preferences

O Hierarchy © Pyramid

Defauit

=

Datasouce O Dissimitary malix

© Symbokc obicts e

Aggregaton funciion [Generalty Degre

@ Masimum

-Modal variables generalization ype

O Minimum

[

Tatonomy

I~ Use tavonoris

Selector
[ Select "best” classes.

I~ Bestit T~ Wite induced mati

Vaiiables

Symbolic objects

Parameters

Save ouputin | £ VA\FILIERES\MSA_HIPYR.sml

‘Sodas fil.





[image: image37.png]



Pour construire notre deuxième pyramide, prenons cette fois l’ensemble des variables dressant le profil d’un bénéficiaire :

· sexe 

· âge 
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Il ressort que les catégories de prise en charge « Normale »  et « ALD avec Vignette Bleue » sont très proches du point de vue des caractéristiques des bénéficiaires qui les composent comme beaucoup d’autres types de prises en charge. On peut donc déduire que l’âge et le sexe ne conditionnent pas l’appartenance à un type de prise en charge.

Une troisième pyramide prend en entrée les caractéristiques des médicaments prescrits à savoir :

· le prix

· le taux appliqué

· le spécialité du médecin ayant prescrit le médicament

· la généricité du médicament
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Du point de vue des remboursements de médicaments, on retrouve beaucoup de classes isolées.  Les catégories « ALD avec Vignette Bleue », « ALD sans Rapport » sont au sommet de la pyramide ce qui explique que  ces types de prise en charge sont classés ; ce qui explique que la souscription à un type de prise en charge est conditionnée par les  médicaments que peuvent consommer les bénéficiaires.

Méthode  SCLUST

V.4.3 Présentation de la méthode

La méthode  SCLUST permet de faire des classifications par partitionnement d ‘un ensemble d’objets symboliques décrits par des variables spécifiques en un ensemble de partitionnements homogènes. Le but est de pouvoir rassembler les objets d'un ensemble E en k classes homogènes. L'approche proposée est une extension aux données symboliques de l'algorithme de clustering dynamique classique. Ainsi la méthode SCLUST proposée détermine itérativement une série de partitions qui améliorent à chaque étape le critère de clustering fondamental. L'algorithme est basé sur: 

· des prototypes pour représenter les classes 

· fonctions contexte-dépendantes de proximité pour assigner les éléments (objets symboliques) aux clusters à chaque étape. 

Le critère de partition à optimiser est basé sur la somme des proximités entre les objets et le prototype clusters assignés.

V.4.4 Application 

En entrée de la méthode, nous avons choisi les variables avec les paramètres suivants :

· nombre de classes = 3

· nombre d’exécutions = 10

· nombre d’itérations = 20
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Conclusion

La réalisation de ce projet a été pour nous l’occasion de découvrir un logiciel puissant d’analyse de données symboliques : le logiciel SODAS. Cet outil nous a permis d’extraire des connaissances d’une importante base de données relationnelle.

La grande flexibilité de ce logiciel associée à la puissance de ses diverses représentations graphiques a mis en évidence des résultats pertinents et assez facilement interprétables.
Il  est apparu au cours de cette étude que :

· les médicaments génériques ne sont pas beaucoup prescrits : la MSA pourrait donc sensibiliser les médecins généralistes (au moins) sur ce aspect afin de faire une économie sur les montants remboursés (sans bien sûr faire varier la prise en charge)

· Dans toutes les catégories de prise en charge, il y a plus de médicaments remboursés aux femmes qu’aux hommes 

· la souscription à un type de prise en charge est plus conditionnée par les  médicaments que peuvent consommer les bénéficiaires que par leur âge et leur sexe

Annexe : Les prises en charge

· 01: Prise en charge normale : remboursement en fonction seulement de la vignette du médicament.

· 21 : ALD non Vigentte Bleue ): Pour les bénéficiaires atteints d’une des affections figurant sur la liste des 30 maladies : soins autres que les médicaments « vignette bleue » en rapport avec cette affection : remboursement à 100%

· 28 : ALD avec Vignette Bleue: Remboursement des médicaments à « vignette bleue » pour les bénéficiaires atteints d’une ALD figurant sur la liste des 30 (soins en rapport avec l’affection) et pour les pensionnés d’invalidité et autres catégories possédant le même niveau de remboursement : remboursement à 100%

· 31 :! ALD Sans Rapport: Pour les bénéficiaires atteints d’une des affections figurant dans la liste des 30 maladies : soins sans rapport avec cette affection (y compris les médicaments à « vignette bleue ») : remboursement de 35 à 100% 

· 27 : Autres cas : Remboursement à 100%

· 29 : Pour les bénéficiaires de l’article L 115 du code des pensions militaires et victimes de guerre : remboursement à 100%

· 40 : Pour les bénéficiaires atteints d’une affection grave ne figurant pas sur la liste des 30 maladies (31ième maladie) : soins autres que les médicaments « vignettes bleue » en rapport avec cette affectation : remboursement à 100%

· 41 : 31MaladieEnRapport : Pour les bénéficiaires de la 31ième maladie soins en rapport avec cette affection

· 42  (31Maladie Sans Rapport Vignette Bleue): Pour les bénéficiaires de la 31ième maladie soins sans rapport avec cette affection y compris les médicaments à « vignette bleue » : remboursement de 35 à 100%
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