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I – Fiche d’identité du Master
1 - Localisation de la formation :


Faculté (ou Institut) : MATHEMATIQUES


Département :PROBABILITES-STATISTIQUES


Section :

2 – Coordonnateurs :

- Responsable de l'équipe du domaine de formation 
(Professeur ou Maître de conférences Classe A) :
Nom & prénom : Non désigné
Grade :
( :
                        Fax :                           E - mail :
Joindre un CV succinct en annexe de l’offre de formation (maximum 3 pages)

- Responsable de l'équipe de la filière de formation
(Maitre de conférences Classe A ou B ou Maitre Assistant classe A) :
Nom & prénom : DJEDOUR MOHAMED
Grade : Professeur
( :
  0772254888            Fax :  021247907    E - mail :mdjedour@yahoo.fr
Joindre un CV succinct en annexe de l’offre de formation (maximum 3 pages)
- Responsable de l'équipe de spécialité 
(au moins Maitre Assistant Classe A) :
Nom & prénom : DJEDOUR MOHAMED       

Grade : Professeur
( :
0772254888 Fax : 021247907:  E - mail : mdjedour@yahoo.fr
Joindre un CV succinct en annexe de l’offre de formation (maximum 3 pages)
3- Partenaires extérieurs *:

- autres établissements partenaires :


- entreprises et autres partenaires socio économiques :
            Toutes les entreprises nationales qui ont collaboré pour la réalisation des PFE des étudiants de la filière Ingénieur d’Etat en Statistiques du Département de Proba-Stat de la Faculté de Mathématiques de l’USTHB.On citera notamment :Sonatrach,Naftal,Air Algérie,ONMétéo,Sonelgaz,Algérie Télécom,INSP,Les Douanes Algériennes,CPA,BEA…..


- Partenaires internationaux :
Laboratoire SAMM(Ex SAMOS)-Paris 1-Sorbonne-France
4 – Contexte et objectifs de la formation 
A – Organisation générale de la formation : position du projet
Si plusieurs Masters sont proposés ou déjà pris en charge au niveau de l’établissement (même équipe de formation ou d’autres équipes de formation), indiquez dans le schéma suivant, la position de ce projet par rapport aux autres parcours.

[image: image1]
B – Conditions d’accès (indiquer les parcours types de licence qui peuvent donner accès à la formation Master proposée)
· Licence Ingéniérie Statistique.

· Licence en Statistiques

· Licence Probabilités et Statistiques
    
· Licence Professionnelle en Recherche Opérationnelle

· Licence Mathématiques Appliquées

· Licence Mathématiques

-
Toute Licence équivalente
C - Objectifs de la formation (compétences visées, connaissances acquises à l’issue de la formation- maximum 20 lignes)
  Le parcours du MASTER « INGENIERIE DE LA STATISTIQUE –Modélisation et Traitement Informatique des Données » est une formation importante en Statistiques  dans la mise en place  du système LMD dans les Universités Algériennes et comble un vide  des filières de formation  de type « Ingénieur en Statistiques » dans le système LMD.
     Ce parcours dispense une formation polyvalente et solide élaborée autour d'un socle de connaissances fondamentales telles que la les Probabilités et Statistiques , l’Informatique et des logiciels de statistiques .

. Dans cette formation, l’étudiant sera introduit à certains concepts avancés et méthodes performantes (exactes ou approchées) pour la modélisation ,l’analyse des données et l’extracion des connaissances (Data Mining et KDD(Knowledge Data Discovery) et la prévision pour l’aide à la décision (statistique ou stochastique).dans un problème réel.
      Des modules à option peuvent être dispensés pour permettre à l’étudiant d’aborder des problèmes spécifiques :mathématiques financières ,biostatistiques ,traitement du signal,traitement d’images,économétrie….

La complexité des problèmes de décision s’accroît de plus en plus et de ce fait, il est indispensable d’améliorer les méthodes de résolution existantes ou de découvrir de nouvelles méthodes. C’est ainsi que cette formation vise à donner des compétences sur les techniques algorithmiques avancées   ainsi que sur les méthodologies et technologies de pointe issues du génie logiciel, du traitement des grandes masses de données et des systèmes d’information.
A l’issue de cette formation, l’étudiant sera capable :

· d’entamer des études doctorales pour devenir enseignant ou chercheur dans un établissement ;

· d’aborder des problèmes complexes dans les secteurs socio-technico-économiques ;

· d’éclairer les questions que se pose un intervenant (personne isolée, groupe de personnes, entité représentative) dans un processus de décision, en faisant usage d'outils et méthodes d' analyse et de prévision.

Ces objectifs intègrent les réalités actuelles et les prévisions futures du marché de l'emploi.

D – Profils et compétences visées (maximum 20 lignes) :

Le Master «Ingéniérie de la Statistique » vise à donner des compétences maîtrisant les techniques quantitatives (déterministes ,statistiques ou  stochastiques  et informatques ) du traitement des données ,  de l’analyse des résultats et de l’élaboration de prévisions pour le  management des entreprises et de l’aide à la décision  grâce à la modélisation stochastique et le traitement des données.

A l’issue de cette formation, l’étudiant sera capable :

· de poursuivre des études doctorales  en Statistiques dans le but d’être verser dans l’enseignement ou la recherche scientifique dans des organismes ou établissements (privés ou publics) ;

· d’aborder des problèmes complexes dans les secteurs socio-technico-économiques ;

· d’éclairer les questions que se pose un intervenant (personne isolée, groupe de personnes, entité représentative) dans un processus de décision, en faisant usage d'outils et méthodes d'analyse et de prévision

· d’améliorer les décisions et / ou le processus de décision choisi;

· d’améliorer les techniques de modélisation, d’optimisation et de résolution ;

· de maîtriser les enjeux de l'informatique dans le processus de décision ;

· de développer et intégrer des solutions logicielles ;

· de travailler en équipe à la réalisation d'un projet ou résoudre un problème;

· d’évoluer dans des contextes disciplinaires et organisationnel variés ;

· de communiquer et s'exprimer avec un esprit d'analyse et de créativité ;

· de s'adapter à des environnements et modes de travail variés ;

· d’être réactif et mobile et de culture internationale.


E- Potentialités régionales et nationales d’employabilité

 La formation de cadres, selon le cursus de ce master, permettra non seulement aux diplômés d’obtenir aisément un emploi à l’échelle régionale ou nationale mais aussi aux entreprises et organismes (publics ou privés) d’avoir des cadres compétents et créatifs pour améliorer les rendements et faire face aux concurrents.  

Les établissements universitaires, les centres de recherche scientifique, les départements de Recherche et Développement (R&D) dans les grands organismes ou entreprises constituent un cadre adéquat pour le recrutement des étudiants diplômés de ce master. Ceci en dehors du fait que ces diplômés peuvent occuper des postes de cadres dans des entreprises ou organismes pour la gestion  et l’aide à la prise de décision. .
F – Passerelles vers les autres spécialités
G – Indicateurs de suivi du projet

5 – Moyens humains disponibles 

A : Capacité d’encadrement (exprimé en nombre d’étudiants qu’il est possible de prendre en charge) : 20 étudiants


B : Equipe d'encadrement de la formation : 



B-1 : Encadrement Interne :

	Nom, prénom
	Diplôme
	Grade
	Laboratoire de recherche de rattachement
	Type d’intervention *
	Emargement

	Djedour Mohamed
	D.E.
	Professeur
	MSTD
	Cours, TD, E.M.
	

	Mme K .Djaballah
	D.E.
	M.C.A
	MSTD
	Cours, TD, E.M.
	

	A.Rebbouh
	D.E.
	M .C.A
	MSTD
	Cours, TD, E.M.
	

	H.Saggou
	D.E.
	M.C.A
	Dept P.S
	Cours, TD, E.M.
	

	O.Sadki
	D.E.
	M.C.A
	MSTD
	Cours, TD, E.M.
	

	A.Tatachak
	D.E.
	M.C.A
	MSTD
	Cours, TD, E.M.
	

	MmeS.Djemai
	Magister
	MAA
	MSTD
	Cours, TD, E.M
	

	T.Lardjane
	Magister
	MAA
	MSTD
	Cours, TD, E.M
	

	M.Yahi
	Magister
	MAA
	MSTD
	Cours, TD, E.M
	

	Mme F.Yahi(Fekkane)
	Magister
	MAA
	MSTD
	Cours, TD, E.M
	

	A.Guellil
	Magister
	MAA
	MSTD
	Cours, TD, E.M
	

	R.Messaci
	3ième Cycle
	MAA
	MSTD
	Cours, TD, E.M
	

	S.Ladjouze
	3ième Cycle
	MAA
	MSTD
	Cours, TD, E.M
	

	Mlle F.Selmoune
	Magister
	MAB
	MSTD
	Cours,TD,E.M
	

	A.Astouati
	Magister
	MAA
	MSTD
	Cours,TD,E.M
	

	M.El Bahi
	3ièmeCycle
	MAA
	MSTD
	Cours,TD,E.M
	

	Mme Z.Guessoum
	Doctorat
	M.C.B
	MSTD
	Cours,TD,E.M
	


* = Cours, TD, TP, Encadrement de stage, Encadrement de mémoire, autre (à préciser)


B-2 : Encadrement Externe :

	Nom, prénom
	Diplôme
	Etablissement de rattachement
	Type d’intervention *
	Emargement

	 
	
	
	
	

	
	
	
	
	


* = Cours, TD, TP, Encadrement de stage, Encadrement de mémoire, autre ( à préciser)



B-3 : Synthèse globale des ressources humaines :
	Grade
	Effectif Interne
	Effectif Externe
	Total

	Professeurs
	01
	00
	01

	Maîtres de Conférences (A)
	05
	00
	05

	Maîtres de Conférences (B)
	01
	00
	01

	Maître Assistant (A)
	09
	00
	09

	Maître Assistant (B)
	01
	00
	01

	Autre (préciser)
	00
	00
	00

	Total
	17
	00
	17




B-4 : Personnel permanent de soutien (indiquer les différentes catégories) 

	Grade
	Effectif 

	
	

	
	


6 – Moyens matériels disponibles
A- Laboratoires Pédagogiques et Equipements : Fiche des équipements pédagogiques existants pour les TP de la formation envisagée (1 fiche par laboratoire)
Intitulé du laboratoire : Bloc des TP de la faculté des Mathématiques

Capacité en étudiants :

	N°
	Intitulé de l’équipement
	Nombre
	observations

	
	Micro-ordinateur
	30
	RAS

	
	Pour les TD et TP
	
	Le « R » sera mis à jour sur ces micro.STATA et SAS envisagés en collaboration avec « SAMOS » de Paris1.

	
	
	
	


B- Terrains de stage et formation en entreprise :
	Lieu du stage
	Nombre d’étudiants
	Durée du stage

	
	
	

	
	
	

	
	
	


C- Laboratoire(s) de recherche de soutien à la formation proposée :
	Chef du laboratoire :

	N° Agrément du laboratoire : 

	Date : 

Avis du chef de laboratoire : 




	Chef du laboratoire :

	N° Agrément du laboratoire :

	Date : 

Avis du chef de laboratoire: 




D- Projet(s) de recherche de soutien à la formation proposée :
	Intitulé du projet de recherche
	Code du projet
	Date du début du projet
	Date de fin du projet

	4 Projets de type CNEPRU
	Responsables : Djedour,Rebbouh,Anes,MmeK.Djaballah ;

K.Boukhetala
	02/01/2009
	31/12/2011


E- Documentation disponible : (en rapport avec l’offre de formation proposée)
Une bonne part de la documentation est disponible à la bibliothèque de la faculté des Mathématiques ainsi qu’à la bibliothèque centrale de l’USTHB.
F- Espaces de travaux personnels et TIC :
Un bloc pédagogique équipé par des ordinateurs et une salle informatique pour l’accès à l’Internet sont disponibles à la faculté des Mathématiques.

Un projet de compléter les deux serveurs du Laboratoire MSTD sous Linux et Windows Serveur 2000 par un certain nombre de postes de travail pour permettre l’installation de logiciels statistiques en réseau et internet.
II – Fiche d’organisation semestrielle des enseignements
(Prière de présenter les fiches des 4 semestres)

1- Semestre 1 :

	Unité d’Enseignement
	VHS
	V.H hebdomadaire
	Coeff
	Crédits
	Mode d'évaluation

	
	14-16 sem
	C
	TD
	TP
	Autres.
	
	
	Continu
	Examen

	UE fondamentales
	
	
	
	
	

	UEF1(O/P) : matières Obligatoires
	
	
	
	
	
	
	
	
	

	Méthodes Stochastiques et Statistiques
	90h
	3h
	1h30
	1h30
	
	5
	9
	
	x

	Statistiques non paramétriques 1
	67h30
	1h30
	1h30
	1h30
	
	4
	6
	
	x

	Analyse de données 1
	45h
	1h30
	1h30
	
	
	4
	6
	
	x

	Processus Stochastiques 1
	45h
	1h30
	1h30
	
	
	4
	4
	
	x

	Anglais
	22h30
	
	1h30
	
	
	1
	1
	
	x

	UEF2(O/P) : 2 matières au choix
	
	
	
	
	
	
	
	
	

	Système d’ information et bases de données 1
	45h
	1h30
	1h30
	
	
	2
	2
	
	x

	Outils mathématiques 
	45h
	1h30
	1h30
	
	
	2
	2
	
	x

	Inférence Statistique
	45h
	1h30
	1h30
	
	
	2
	2
	
	x

	UE méthodologie
	
	
	
	
	

	UEM1(O/P)
	
	
	
	
	
	
	
	
	

	UEM2(O/P)
	
	
	
	
	
	
	
	
	

	UE découverte
	
	
	
	
	

	UED1(O/P)
	
	
	
	
	
	
	
	
	

	UED2(O/P)
	
	
	
	
	
	
	
	
	

	UE transversales
	
	
	
	
	

	UET1(O/P)  
	
	
	
	
	
	
	
	
	

	UET2(O/P)
	
	
	
	
	
	
	
	
	

	Total Semestre 1
	360h
	10h30
	10h30
	3h
	
	22
	30
	
	


2- Semestre 2 :

	Unité d’Enseignement
	VHS
	V.H hebdomadaire
	Coeff
	Crédits
	Mode d'évaluation

	
	14-16 sem
	C
	TD
	TP
	Autres
	
	
	Continu
	Examen

	UE fondamentales
	
	
	
	
	

	UEF1(O/P) : matières Obligatoires
	
	
	
	
	
	
	
	
	

	Les Modèles Linéaires
	45h
	1h30
	1h30
	
	
	4
	4
	
	x

	Analyse des données 2
	67h30
	1h30
	1h30
	1h30
	
	4
	6
	
	x

	Les séries chronologiques 1
	45h
	1h30
	1h30
	
	
	3
	4
	
	x

	Files d’attente 1 :simulation
	45h
	1h30
	1h30
	
	
	3
	4
	
	x

	Statistiques non paramétriques2
	67h30
	1h30
	1h30
	1h30
	
	4
	6
	
	x

	Traitement d’enquêtes et sondages
	45h
	1h30
	1h30
	
	
	2
	3
	
	x

	UEF2(O/P) : 1 matière au choix
	
	
	
	
	
	
	
	
	

	Processus Stochastiques 2
	45h
	1h30
	1h30
	
	
	2
	3
	
	x

	Mesure,Intégration et probabilités
	45h
	1h30
	1h30
	
	
	2
	3
	
	x

	Econométrie
	45h
	1h30
	1h30
	
	
	2
	3
	
	x

	Analyses et Mathématiques Financières
	45h
	1h30
	1h30
	
	
	2
	3
	
	x

	UE méthodologie
	
	
	
	
	

	UEM1(O/P)
	
	
	
	
	
	
	
	
	

	UEM2(O/P)
	
	
	
	
	
	
	
	
	

	UE découverte
	
	
	
	
	

	UED1(O/P)
	
	
	
	
	
	
	
	
	

	UED2(O/P)
	
	
	
	
	
	
	
	
	

	UE transversales
	
	
	
	
	

	UET1(O/P)
	
	
	
	
	
	
	
	
	

	UET2(O/P)
	
	
	
	
	
	
	
	
	

	Total Semestre 2
	360h
	10h30
	10h30
	3h
	
	22
	30
	
	


3- Semestre 3 :

	Unité d’Enseignement
	VHS
	V.H hebdomadaire
	Coeff
	Crédits
	Mode d'évaluation

	
	14-16 sem
	C
	TD
	TP
	 Autres
	
	
	Continu
	Examen

	UE fondamentales
	
	
	
	
	

	UEF1(O/P) : matières Obligatoires
	
	
	
	
	
	
	
	
	

	Les Modèles Non Linéaires
	90h
	3h
	1h30
	1h30
	
	4
	7
	
	x

	Les  séries chronologiques 2
	67h30
	1h30
	1h30
	1h30
	
	4
	7
	
	x

	Plans d’expérience
	45h
	1h30
	1h30
	
	
	4
	4
	
	x

	Files d’attente 2
	45h
	1h30
	1h30
	
	
	4
	4
	
	x

	Les réseaux de neurones
	45h
	1h30
	1h30
	
	
	4
	4
	
	x

	UEF2(O/P) : 1 matière au choix
	
	
	
	
	
	
	
	
	

	 Système d’information et bases de données 2
	67h30
	1h30
	1h30
	1h30
	
	2
	4
	
	x

	Théorie de l’information et cryptographie
	67h30
	1h30
	1h30
	1h30
	
	2
	4
	
	x

	Analyse  des données textuelles
	67h30
	1h30
	1h30
	1h30
	
	2
	4
	
	x

	UE méthodologie
	
	
	
	
	

	UEM1(O/P)
	
	
	
	
	
	
	
	
	

	UEM2(O/P)
	
	
	
	
	
	
	
	
	

	UE découverte
	
	
	
	
	

	UED1(O/P)
	
	
	
	
	
	
	
	
	

	UED2(O/P)
	
	
	
	
	
	
	
	
	

	UE transversales
	
	
	
	
	

	UET1(O/P)
	
	
	
	
	
	
	
	
	

	UET2(O/P)
	
	
	
	
	
	
	
	
	

	Total Semestre 3
	360h
	10h30
	9h
	4h30
	
	22
	30
	
	


4- Semestre 4 :
Domaine :      Mathématiques & Informatique
Filière  :          Mathématiques

Spécialité :     Master « Ingéniérie de la Statistique –Modélisation et Traitement Informatique des  Données»
Stage en entreprise sanctionné par un mémoire et une soutenance.
	
	VHS
	Coeff 
	Crédits

	Travail Personnel
	450
	6
	12

	Stage en entreprise
	200
	6
	12

	Séminaires
	14
	1
	2

	Autre (préciser) : Anglais
	81
	2
	4

	Total Semestre 4
	745
	15
	30


5- Récapitulatif global de la formation : (indiquer le VH global séparé en cours, TD, pour les 04 semestres d’enseignement, pour les différents types d’UE)

	                          UE
   VH
	UEF
	UEM
	UED
	UET
	Total

	Cours
	33 hx6x4.5
	
	
	
	891 h

	TD
	30hx6x4.5
	
	
	
	810 h

	TP
	1h30x6x4.5
	
	
	
	40.30 h

	Travail personnel
	450h
	
	
	
	450 h

	Autre (préciser) : Anglais

Stage en entreprise

Séminaires
	3hx6x4.5

200h

14h
	
	
	
	81 h

200h

14h

	Total
	2486.30 h
	
	
	
	2486.30 h

	Crédits
	120
	
	
	
	120

	% en crédits pour chaque UE
	100
	
	
	
	


III – Fiches d’organisation des unités d’enseignement
(Etablir une fiche par UE)
Libellé de l’UE :
 Fondamentales

Filière :

 Mathématiques
Spécialité :
 Master « Ingéniérie de la Statistique–Modélisation et Traitement Informatique des  Données»
Semestre :
S1
 

	Répartition du volume horaire global de l’UE et de ses matières


	Cours : 283.30 h

TD : 283.30 h

TP:      

Travail personnel : 567h



	Crédits et coefficients affectés à l’UE1 et à ses matières

Crédits et coefficients affectés à l’UE2 et à ses matières / 02 matières au choix parmi :

	UE :   Fondamentales            30 crédits

Matière 1 : Méthodes Stochastiques et Statistiques       

Crédits : 9

Coefficient : 5

Matière 2 : Statistiques Non paramétriques 1
Crédits :   6

Coefficient :4

Matière 3 : Analyse des données 1
Crédits :   6

Coefficient :4

Matière 4 : Processus stochastiques 1
Crédits : 4

Coefficient : 4

Matière 5 : Anglais
Crédits :   1

Coefficient :1

Matière 1 : Système d’information et bases de données1  

Crédits : 2

Coefficient : 2

Matière 2 : Outils mathématiques 
Crédits :   2

Coefficient :2

Matière 3 : Inférence Statistique
Crédits :   2

Coefficient :2



	Mode d'évaluation (continu ou examen)


	examen


Libellé de l’UE :
 Fondamentales

Filière :

 Mathématiques
Spécialité :
Master « Ingéniérie de la Statistique–Modélisation et Traitement Informatique des  Données» 
Semestre :
S2
 

	Répartition du volume horaire global de l’UE et de ses matières


	Cours : 283.30 h

TD : 261 h

TP:   40.30  h

Travail personnel : 585 h

	Crédits et coefficients affectés à l’UE1 et à ses matières

----------------------------------

Crédits et coefficients affectés à l’UE2 et à ses matières/ 01 matière au choix parmi :

	UE :   Fondamentales            30 crédits

Matière 1 :    Les Modèles linéaires      

Crédits : 4

Coefficient : 4

Matière 2 : Analyse des données 2
Crédits :   6

Coefficient :4

Matière 3 : Les séries chronologiques 1
Crédits :   4

Coefficient :3

Matière 4 : Files d’attente 1 :Simulation
Crédits : 4

Coefficient : 3

Matière 5 : Statistiques non paramétriques 2
Crédits :   6

Coefficient :4

Matière 6 : Traitement d’enquêtes et sondages
Crédits :   3

Coefficient :2

-------------------------------------------

Matière 1 :Processus stochastiques 2

Crédits :3

Cofficient :2

Matiere 2 :Mesure,intégration et probabilités

Crédit : 3

Céfficient : 2

Matière 3 :     Econométrie
Crédits : 3

Coefficient : 2

Matière 4: Analyses et Mathématiques financières
Crédits :   3

Coefficient :2



	Mode d'évaluation (continu ou examen)


	examen

	Description des matières de UE1

----------------------------------

Description des matières de UE2/ 01 matière au choix parmi :

	(Pour chaque matière, rappeler son intitulé et préciser son objectif en quelques lignes)
· Les Modèles Linéaires

Objectif : Ce cours présente les notions avancées des modeles linéaires :la régression simple,multiple ;résolution de problèmes de multicolinéarité ;régression RCP,Ridge,PLS ;l’analyse de la variance à un facteut,puis à deux facteurs avec interaction. ainsi que des applications de ces techniques afin de pouvoir modéliser des problèmes par la suite.
· Analyse des données2 : 

Objectif : L’étudiant serait capable d utiliser  les différentes méthodes factorielles et de classification pour l’analyse des données et l’interprétation des résultats.

· Les séries chronologiques 1

Objectif : un cours d’introduction aux séries temporelles :modélisation,processus linéaire,modèle paramétriques simples(ARMA)
· Files d’attente 1

Objectif: introduction à la simulation de lois,simulation de vecteurs aléatoires,simulation de processus aléatoires.

· Statistiques non paramétriques 2

Objectif: les tests non paramétriques,le test binomial,les tests non paramétriques pour un échantillon,pour deux échantillons,pour k-échantillons ;test de séquences ;test de corrélation de rang de Kendall ;testd’adéquation.

· Traitement d’enquêtes et sondages : 

Objectif :Méthodologie des traitements d’enquetes et méthodologie.des sondages-Différentes techniques.

· Processus Stochastiques 2

Objectif :introduction générale,vecteurs gaussien,mouvement brownien-Espérance conditionnelle –Martingale à temps discret-Martingalle à temps continu et mouvement brownien-Intégration Stochastique

· Mesure,Intégration et probabilités

Objectif : Mesure de Lebesgus sur R,Espace L2 et Lp-Mesure de Lebesgue-Stieltjes

Transformation de Fourier

· Econométrie 

Objectif: former des universitaires capables de comprendre et d’analyser les questions économiques et sociales concrètes de leur temps, capables d’expliquer et communiquer leurs analyses à des publics divers.
· Analyses et Mathématiques financières 

Objectif: L’étudiant serait capable de pouvoir utiliser les connaissances acquises dans le monde de travail.




Libellé de l’UE :
 Fondamentales

Filière :

 Mathématiques
Spécialité :
 Master « Ingéniérie de la Statistique –Modélisation et Traitement Informatique des  Données»

Semestre :
S3
 

	Répartition du volume horaire global de l’UE et de ses matières


	Cours : 324 h

TD : 283.30

TP:      

Travail personnel : 607.30 h



	Crédits et coefficients affectés à l’UE1 et à ses matières

----------------------------------------

Crédits et coefficients affectés à l’UE2 et à ses matières / 01 matière au choix parmi :

	UE :   Fondamentales            30 crédits

Matière 1 : Les Modèles Non linéaires      

Crédits : 7

Coefficient : 4

Matière 2 : Statistiques des séries   chronologiques 2
Crédits :   7

Coefficient :4

Matière 3 :Plans d’expérience
Crédits :   4

Coefficient :4

Matière 4 : Files d’attente 2
Crédits : 4

Coefficient : 4

Matière 5 : Les réseaux de neuronnes
Crédits :   4

Coefficient :4

------------------------------------------

Matière 1 : Systèmes d’information et bases de données2
Crédits : 4

Coefficient : 2

Matière 2 : Théorie de l’information et cryptographie
Crédits :   4

Coefficient :2

Matière 3 :Analyse des données textuelles

Crédit :4

Crédit :2

	Mode d’évaluation (continu ou examen)


	examen

	Description des matières de UE1

----------------------------------

Description des matières de UE2 / 01 matière au choix parmi :

	(Pour chaque matière, rappeler son intitulé et préciser son objectif en quelques lignes)
· Les Modèles non linéaires :

Objectif : L’étudiant doit acquérir les techniques statistiques des modèles non linéaires et linéaires généralisés pour la modélisation. 
-    Statistiques des séries chronologiques2: 

· Objectif: suite de séries chronologiques 1-
 Cette matière permet aux étudiants de maîtriser les principales techniques  de modelisation de séries temporelles.
· Plans d ‘expériences :

Objectif : Cette matière permet aux étudiants de maîtriser cette technique de planification des expériences

· Files d’attente 2

Objectif: Un cours complet sur les files d’attente M /M…

· Les réseaux de neurones

Objectif: La modélisation stochastique par les réseaux de neuronnes.
…………………………………………………
-Systèmes d’information et bases de données2

Objectif :manipulation des données ;bases de données relationnelles ;SQL,utilisation des systèmes linux

Sites web dynamiques avec Apache,PHP et MySQL

· Théorie de l’information et cryptographie 

Objectif: Maîtriser les notions et techniques de la théorie de l’information et de la cryptographie en vue de les appliquer dans les réseaux au sein des entreprises ou organismes.
- Analyse des données textuelles : donner
 les méthodes pour les données textuelles.-


Libellé de l’UE :
 Fondamentales

Filière :

 Mathématiques
Spécialité :
 Master « Ingéniérie de la Statistique –Modélisation et Traitement Informatique des  Données»

Semestre :
S4
 

	Répartition du volume horaire global de l’UE et de ses matières


	Cours : 

TD : 

TP:      81h

Travail personnel : 450h

Stage en entreprise : 200h

Séminaires : 14 h

	Crédits et coefficients affectés à l’UE1 et à ses matières

Crédits et coefficients affectés à l’UE2 et à ses matières
	UE :              30 crédits

Matière 1 :    Anglais     

Crédits : 4

Coefficient : 2

Matière 2 : Séminaires

Crédits : 2

Coefficient : 1

Matière 3 : mémoire de fin d’études

Crédits :   24

Coefficient :12

	Mode d'évaluation (continu ou examen)
	examen

	Description des matières de UE1


	(Pour chaque matière, rappeler son intitulé et préciser son objectif en quelques lignes)
· Anglais

Objectif : 
· L’objectif de ce cours est de familiariser les étudiants avec la terminologie Anglo-Américaine dans le domaine de cette formation. 

       - Séminaires
Objectif : 
· L’objectif des séminaires est de familiariser les étudiants avec les nouvelles techniques dans le domaine de cette formation, à travers les exposés donnés par des spécialistes.


IV - Programme détaillé par matière
(1 fiche détaillée par matière)
Intitulé du Master : Ingéniérie de la Statistique –Modélisation et Traitement Informatique des  Données
Semestre : 01
Enseignant responsable de l’UE1 : Fondamentales :SADKI Ourida ,MCA
Matière 1 : Méthodes Stochastiques et Statistiques 
Enseignant responsable de la matière: Messaci Rabah et Mme Yahi F
Objectifs de l’enseignement (Décrire ce que l’étudiant est censé avoir acquis comme compétences après le succès à cette matière – maximum 3 lignes).

Donner à L’étudiant  les outils  statistiques  et de probabilités de base,quel que soit son parcours précédent, afin qu il puisse aborder l’étude de techniques avancées. Cet apprentissage est fait avec des TP avec le logiciel R.

Connaissances préalables recommandées (descriptif succinct des connaissances requises pour pouvoir suivre cet enseignement – Maximum 2 lignes).

Algèbre et analyse de 1ère année universitaire ainsi qu’un bagage de base en probabilités er statistiques élémentaires acquis en général dans toutes les licences  de type mathématique ,informatique  ou recherche opérationnelle.

Contenu de la matière : 

Rappel de lois usuelles de probabilités ,statistiques descriptives,tris à plat et tris croisés,estimation,régions de confiance,test statistiques,apprentissage de R
Mode d’évaluation : ……………Examen…………………………………
Références    (Livres et polycopiés,  sites internet, etc). 
-G.Saporta :Probabilités , Analyse de données et statistiques ,Technip,2006.
-P.Dalgaard , Introductory Statistics with R,Springer,2008.

Intitulé du Master :Ingéniérie de la Statistique –Modélisation et Traitement Informatique des  Données
Semestre : 01
Enseignant responsable de l’UE1 : Fondamentales : SADKI Ourida ,MCA
Matière2 : Statistiques non paramétriques1
Enseignant responsable de la matière: Mme Djemai Saléha
Objectifs de l’enseignement (Décrire ce que l’étudiant est censé avoir acquis comme compétences après le succès à cette matière – maximum 3 lignes).

L’étudiant serait capable d’appliquer les méthodes de l’inférence statistique dans les cas non paramétriques

Connaissances préalables recommandées (descriptif succinct des connaissances requises pour pouvoir suivre cet enseignement – Maximum 2 lignes).

Algèbre et analyse de 1ère année universitaire ainsi qu’un bagage de base en probabilités et statistique acquis généralement en licence.

Contenu de la matière : 

Introduction générale – Elaboration des données statistiques ,les statistiques d’ordre et de rang.Ce cours permet aux étudiants d’acquérir les compétences théoriques nécessaires à la compréhension  de la statistique non paramétrique.Le logiciel  R  sera utilisé. 
Mode d’évaluation : ……………Examen…………………………………
Références    (Livres et polycopiés,  sites internet, etc). 

-G.Saporta :Probabilités ,Analyse des données et Statistique,Technip 2006.

P.Dagnelie :Statistique théorique et appliquée.
Statistic with R  http://zoonek2.free.fr/UNIX/48_R/01.html #2
Intitulé du Master : Ingéniérie de la Statistique –Modélisation et Traitement Informatique des  Données
Semestre : 01
Enseignant responsable de l’UE1 : Fondamentales :SADKI Ourida ,MCA
Matière3 : Analyse des données 1
Enseignant responsable de la matière: Djedour Mohamed
Objectifs de l’enseignement (Décrire ce que l’étudiant est censé avoir acquis comme compétences après le succès à cette matière – maximum 3 lignes).

Cette matière permet d’introduire aux étudiants r les principales techniques  d’Analyse des Données. Ces techniques jouent un rôle important dans les secteurs économiques et industriels :les méthodes factorielles et les méthodes de classification..Data Mining.
Connaissances préalables recommandées (descriptif succinct des connaissances requises pour pouvoir suivre cet enseignement – Maximum 2 lignes).

un bagage de base en algebre linéaire et d’analyse acquis généralement en licence.

Contenu de la matière : 

Introduction générale  sur l’analyse des données :diverses problématiques et points de vue ;ACP :brique de base de l’analyse des données,AFD,Analyse discriminante ;AFC,,méthodes de classification.
Mode d’évaluation : ……………Examen…………………………………
Références    (Livres et polycopiés,  sites Internet, etc). 
-Jumbu,M :Exploration des Données-Dunod Informatique-1989.

-Foucart,Th :L’analyse des données :mode d’emploi-Presses Uni.de Rennes-1997.

-Marie Chavent ,Michel Langlais :Classification et Fouille des données
Intitulé du Master : : Ingéniérie de la Statistique –Modélisation et Traitement Informatique des  Données
Semestre : 01
Enseignant responsable de l’UE1 : Fondamentales : SADKI Ourida ,MCA
Matière4 : Processus stochastiques  1
Enseignant responsable de la matière: Sadki Ourida
Objectifs de l’enseignement (Décrire ce que l’étudiant est censé avoir acquis comme compétences après le succès à cette matière – maximum 3 lignes).

Parcourir les principaux éléments de la modélisation stochastique, les Chaines  de Markov , Processus de Poisson
Connaissances préalables recommandées (descriptif succinct des connaissances requises pour pouvoir suivre cet enseignement – Maximum 2 lignes).

Avoir une connaissance en Probabilités et statistiques ainsi qu’un bagage de base en Algèbre et Analyse  acquis généralement en licence.

Contenu de la matière : 

Introduction générale – Les chaînes de Markov - Les processus de Poisson - Les processus de naissance et de mort – Algorithmes stochastiques – Modélisation markovienne - domaines d’application.
Mode d’évaluation : ……………Examen…………………………………
Références    (Livres et polycopiés,  sites internet, etc). 
· Pierre Vallois / Modélisations stochastiques et simulations / /Ellipses/ 2007, 290 pages.
· Cours de Probabilités et processus aléatoires L.M.A. Paris VI
· B. Ycart / Cours de Probabilités et processus aléatoires, IMAG..
Intitulé du Master : : Ingéniérie de la Statistique –Modélisation et Traitement Informatique des  Données
Semestre : 01
Enseignant responsable de l’UE1 : Fondamentales : SADKI Ourida ,MCA
Matière 5 : Anglais
Enseignant responsable de la matière: Centre Intensif Etude des Langues
Objectifs de l’enseignement (Décrire ce que l’étudiant est censé avoir acquis comme compétences après le succès à cette matière – maximum 3 lignes).

Se familiariser avec l’anglais scientifique
Connaissances préalables recommandées (descriptif succinct des connaissances requises pour pouvoir suivre cet enseignement – Maximum 2 lignes).

Apprendre à lire l’anglais scientifique

Contenu de la matière : 

Quelques textes choisis pour couvrir les thèmes de statiques à l’étude.
Mode d’évaluation : ……………Examen…………………………………
Références    (Livres et polycopiés,  sites internet, etc). 

- Méthodes du « CIEL »
Intitulé du Master : Ingéniérie de la Statistique –Modélisation et Traitement Informatique des  Données»
Semestre : 01
Enseignant responsable de l’UE2 : Fondamentales : SADKI Ourida ,MCA
Matière1 (au choix) : Systèmes d’information et bases de données1
Enseignant responsable de la matière: Dr Latifa Mahdaoui(FacElectronique)
Objectifs de l’enseignement (Décrire ce que l’étudiant est censé avoir acquis comme compétences après le succès à cette matière – maximum 3 lignes).
· Comprendre ce qu’est une base de données relationnelle.

· Apprendre à modéliser, à mettre en œuvre et à interroger une base de données relationnelle.

· Découvrir et manipuler les concepts du Web et du développement Web.

· Programmer avec le langage PHP.

· Construire des applications statistiques en utilisant les outils et les techniques étudiées (Addition de matrices, Transposition, Produit, … etc).
Connaissances préalables recommandées (descriptif succinct des connaissances requises pour pouvoir suivre cet enseignement – Maximum 2 lignes).

Algèbre et analyse des deux premières années  universitaire  acquis généralement en licence.

Contenu de la matière : 
· Découvrir et manipuler les concepts du Web et du développement Web.

· Programmer avec le langage PHP.

· Construire des applications statistiques en utilisant les outils et les techniques étudiées (Addition de matrices, Transposition, Produit, … etc).
Mode d’évaluation : ……………Examen…………………………………

Intitulé du Master :  Ingéniérie de la Statistique –Modélisation et Traitement Informatique des  Données
Semestre : 01
Enseignant responsable de l’UE : Fondamentales : SADKI Ourida ,MCA
Matière2 (au choix) : Outils mathématiques 
Enseignant responsable de la matière: Dr. Assem
Objectifs de l’enseignement (Décrire ce que l’étudiant est censé avoir acquis comme compétences après le succès à cette matière – maximum 3 lignes).

Se familiariser avec le calcul (concis) matriciel en  Probabilités et Statistiques et introduction à l’analyse fonctionnelle
Connaissances préalables recommandées (descriptif succinct des connaissances requises pour pouvoir suivre cet enseignement – Maximum 2 lignes).

Algèbre , analyse,probabilités et statistiques  de 1ère   et 2ième année universitaire.

Contenu de la matière : 

Introduction générale – Liste des sigles usuels - Termes essentiels – Expression matricielle de certaines définitions en Statistiques. –Espaces d’Hilbert.
Mode d’évaluation : ……………Examen…………………………………
Références    (Livres et polycopiés,  sites Internet,…etc.).
-G.Saporta :Probabilités ,Analyse des données et Statistique,Technip 2006.
 -P.Dagnelie :Statistique théorique et appliquée
Haut du formulaire
Intitulé du Master : Ingéniérie de la Statistique–Modélisation et Traitement Informatique des  Données
Semestre : 01
Enseignant responsable de l’UE : Fondamentales : SADKI Ourida ,MCA
Matière3 (au choix) : Inférence Statistique
Enseignant responsable de la matière: Mme Yahi(née Fekkane) Farida
Objectifs de l’enseignement (Décrire ce que l’étudiant est censé avoir acquis comme compétences après le succès à cette matière – maximum 3 lignes).

Avoir les techniques de bases de l’inférence et des tests statistiques.

Connaissances préalables recommandées (descriptif succinct des connaissances requises pour pouvoir suivre cet enseignement – Maximum 2 lignes).

Algèbre et analyse de 1ère année universitaire ainsi qu’un bagage de base en probabilités et statistiques  acquis généralement en licence.

Contenu de la matière : 
   Rappels sur les principales lois de probabilités,echantillonnage,exhaustivité,completion ;Estimation ponctuelle,estimation par intervalles de confiance ;tests d’hypotheses.
Mode d’évaluation : ……………Examen…………………………………
Références    (Livres et polycopiés,  sites internet, etc). 
-G.Saporta :Probabilités ,Analyse des données et Statistique,Technip 2006.

P.Dagnelie :Statistique théorique et appliquée.
Statistic with R  http://zoonek2.free.fr/UNIX/48_R/01.html #2
Intitulé du Master : Ingéniérie de la Statistique –Modélisation et Traitement Informatique des  Données»
Semestre : 02
Enseignant responsable de l’UE1 : Fondamentales : Sadki Ourida, MCA

Matière1 : Les Modèles linéaires

Enseignant responsable de la matière: Mme Djaballah Khadjidja
Objectifs de l’enseignement (Décrire ce que l’étudiant est censé avoir acquis comme compétences après le succès à cette matière – maximum 3 lignes).

Ce cours présente une partie des notions sur les modèles linéaires  ainsi que des applications afin de pouvoir modéliser des problèmes par la suite.
Connaissances préalables recommandées (descriptif succinct des connaissances requises pour pouvoir suivre cet enseignement – Maximum 2 lignes).

Algebre linéaire et les outils de base de statistiques.
Contenu de la matière : 

Introduction générale – le modèle linéaire général,la regression simple,la regression multiple,résolution de problèmes de multicolinéarité ;régression RCP,Ridge,PLS.
Mode d’évaluation : ……………Examen…………………………………
Références    (Livres et polycopiés,  sites internet, etc). 

-G.Saporta :Probabilités ,Analyse des données et Statistique,Technip 2006.

P.Dagnelie :Statistique théorique et appliquée
-
Intitulé du Master : Ingéniérie de la Statistique –Modélisation et Traitement Informatique des  Données
Semestre : 02
Enseignant responsable de l’UE1 : Fondamentales : Sadki Ourida, MCA
Matière2 : Analyse des données 2 
Enseignant responsable de la matière : Djedour Mohamed
Objectifs de l’enseignement (Décrire ce que l’étudiant est censé avoir acquis comme compétences après le succès à cette matière – maximum 3 lignes).

L’étudiant serait capable de maîtriser les techniques de résolution approchées pour des  problèmes concrets de décision.

Connaissances préalables recommandées (descriptif succinct des connaissances requises pour pouvoir suivre cet enseignement – Maximum 2 lignes).

Algèbre et analyse de 1ère année universitaire ainsi qu’un bagage de base en probabilités et statistiques acquis généralement en licence.

Contenu de la matière : 

Introduction générale – Méthodes descriptive et méthode explicatives-ACP,les méthodes de classification automatique,l’analyse des correspondances simples ,l’analyse des correspondances multiples ,introduction à l’analyse des tableaux multiples.
Mode d’évaluation : ……………Examen…………………………………
Références    (Livres et polycopiés,  sites internet, etc). 

--G.Saporta :Probabilités ,Analyse des données et Statistique,Technip 2006.
        -P.Dagnelie :Statistique théorique et appliquée
Intitulé du Master : Ingéniérie de la Statistique –Modélisation et Traitement Informatique des  Données»
Semestre : 02
Enseignant responsable de l’UE1 : Fondamentales : Sadki Ourida, MCA
Matière 3 : Les séries chronologiques 1 
Enseignant responsable de la matière: Ladjouze Salim  et Mme K.Djaballah
Objectifs de l’enseignement (Décrire ce que l’étudiant est censé avoir acquis comme compétences après le succès à cette matière – maximum 3 lignes).

Se familiariser avec les techniques de la théorie des séries temporelles

Connaissances préalables recommandées (descriptif succinct des connaissances requises pour pouvoir suivre cet enseignement – Maximum 2 lignes).

Algèbre, analyse et informatique de bases  ,probabilités et statistiques du niveau de licence.

Contenu de la matière : 

Introduction générale  sur la modélisation des séries chronologiques-les processus linéaires-modèles paramétriques simples.(ARMA)-Estimation et prédiction
Mode d’évaluation : ……………Examen…………………………………
Références    (Livres et polycopiés,  sites internet, etc). 

-Box,GEP,Jenkins,GM :Time Series Analysis,Forecasting and Controll,Holden-Day, San Francisco,CA.
-Gourieroux,Ch.,Montfort,A.:Séries Temporelles et Modèles Dynamiques.1995.
-Brockwell,P., Davis,R : Times Series and Forecasting,Springer,New YorK.
Intitulé du Master :  Ingéniérie de la Statistique –Modélisation et Traitement Informatique des  Données
Semestre : 02
Enseignant responsable de l’UE1 : Fondamentales : Sadki Ourida, MCA
Matière 4 : Files d’attente 1 :Simulation.
Enseignant responsable de la matière: Saggou Hafida
Objectifs de l’enseignement (Décrire ce que l’étudiant est censé avoir acquis comme compétences après le succès à cette matière – maximum 3 lignes).

Acquérir les techniques de la simulation avant d’aborder la théorie des files d’attente en vue de leur application sur des cas concrets ou améliorer ces techniques dans le cadre de recherche poussées.

Connaissances préalables recommandées (descriptif succinct des connaissances requises pour pouvoir suivre cet enseignement – Maximum 2 lignes).

Algèbre et analyse de 1ère année universitaire ainsi qu’un bagage de base en probabilités et statistiques  acquis généralement en licence et au premier semestre.

Contenu de la matière : 

Introduction générale à la simulation,simulation de la loi uniforme,nombres pseudo-aléatoires,simulation de lois non uniformes, par des méthodes générales,simulation de vecteurs aléatoires ,simulation de processus aléatoires.
Mode d’évaluation : ……………Examen…………………………………
Références    (Livres et polycopiés,  sites internet, etc). 

-Alain Ruegg :Processus stochastiques avec applications aux phénomènes d’attente et de fiabilité.

-Amar Aissani : Modélisation et simulation.
-Klen Rock : Queueing systems Vol 1 & 2 Wiley New York 1976.

Byron J.,Morgan : Elements of simulation.
Intitulé du Master : Ingéniérie de la Statistique –Modélisation et Traitement Informatique des  Données
Semestre : 02
Enseignant responsable de l’UE1 : Fondamentales : Sadki Ourida, MCA
Matière 5 : Statistiques non paramétriques 2.
Enseignant responsable de la matière: Mme Djemai Saleha
Objectifs de l’enseignement (Décrire ce que l’étudiant est censé avoir acquis comme compétences après le succès à cette matière – maximum 3 lignes).

Maîtriser les notions de cette matière en vue de leur exploitation dans l’étude de  l’inférence statistique non paramétrique.
Connaissances préalables recommandées (descriptif succinct des connaissances requises pour pouvoir suivre cet enseignement – Maximum 2 lignes).

Algèbre et analyse de 1ère année universitaire ainsi qu’un bagage de base en outils statistiques  acquis généralement en licence et t durant le premier semestre.

Contenu de la matière : 

Le test binomial,les tests non paramétriques pour un échantillon,les tests non paramétriques pour k échantillons,test de séquences,le test de corrélation de rang de Kendall ;test d’adéquation du khi-deux , et de Kolmogorov-Smirnov.
Mode d’évaluation : ……………Examen…………………………………
Références    (Livres et polycopiés,  sites internet, etc). 
-G.Saporta :Probabilités ,Analyse des données et Statistique,Technip 2006.

P.Dagnelie :Statistique théorique et appliquée.
Statistic with R  http://zoonek2.free.fr/UNIX/48_R/01.html #2
Intitulé du Master : Ingéniérie de la Statistique –Modélisation et Traitement Informatique des  Données
Semestre : 02
Enseignant responsable de l’UE1 : Fondamentales : Sadki Ourida, MCA.
Matière 6 : Traitement d’enquêtes et sondages.

Enseignant responsable de la matière: Yahi Mustapha
Objectifs de l’enseignement (Décrire ce que l’étudiant est censé avoir acquis comme compétences après le succès à cette matière – maximum 3 lignes).

Maîtriser les différentes techniques de conduite d’une enquête et d’un sondage.

Connaissances préalables recommandées (descriptif succinct des connaissances requises pour pouvoir suivre cet enseignement – Maximum 2 lignes).

Algèbre et analyse de 1ère année universitaire ainsi qu’un bagage de base de connaissance scientifique (maturité) acquis généralement en licence.et au premier semestre d’étude.

Contenu de la matière : 

Introduction  et con sidérations générales –Echantillon simple sans remise-Estimateur ratio et estimateur de regression-échantillon stratifiés-sondages par grappe-Autres plans de sondages-
Mode d’évaluation : ……………Examen…………………………………
Références    (Livres et polycopiés,  sites internet, etc). 

-Traitement d’enquêtes :Lebart et all (Ecole Modulad) 1998.
· Voir Internet pour de références plus récentes.
Intitulé du Master : Ingéniérie de la Statistique –Modélisation et Traitement Informatique des  Données
Semestre : 02
Enseignant responsable de l’UE2 : Fondamentales :DJEDOUR Mohamed , Professeur

Matière 1 (au choix): Processus Stochastiques 2
Enseignant responsable de la matière :  Lardjane Tayeb
Objectifs de l’enseignement (Décrire ce que l’étudiant est censé avoir acquis comme compétences après le succès à cette matière – maximum 3 lignes).

L’étudiant serait capable de décortiquer tout problème concret de décision, le modéliser par l’une des techniques acquise dans le cadre de cette matière.

Connaissances préalables recommandées (descriptif succinct des connaissances requises pour pouvoir suivre cet enseignement – Maximum 2 lignes).

Algèbre, analyse et probabilités de 1ère année universitaire ainsi qu’un bagage acquis généralement en licence et durant le premier semestre .

Contenu de la matière : 

Introduction  à la théorie générale des processus stochastiques ;Martingales à temps discret,Martingales à temps continu et mouvement brownien ;intégration stochastique.
Mode d’évaluation : ……………Examen…………………………………
Références    (Livres et polycopiés,  sites internet, etc). 

-A first course in stochastic process.
-Martingales à temps discrets;J.Neveu
-T.Gard :Introduction to stochastic differentiel equations.
Intitulé du Master : Ingéniérie de la Statistique –Modélisation et Traitement Informatique des  Données 
Semestre : 02
Enseignant responsable de l’UE2 : Fondamentales :DJEDOUR Mohamed, Professeur

Matière 2 (au choix) : Mesure,Intégration et probabilités
Enseignant responsable de la matière: Astouati Areski
Objectifs de l’enseignement (Décrire ce que l’étudiant est censé avoir acquis comme compétences après le succès à cette matière – maximum 3 lignes).

Acquérir les  fondements de la théorie de la mesure et de l’intégration pour mieux appréhender les outils avancés des statistiques.

Connaissances préalables recommandées (descriptif succinct des connaissances requises pour pouvoir suivre cet enseignement – Maximum 2 lignes).

Algèbre et analyse de 1ère année universitaire ainsi qu’un bagage de base en probabilités et statistiques  acquis généralement en licence ,et durant le premier semestre de la formation.

Contenu de la matière : 
Mesure et intégrale ;mesure de Lebesgue ;Espaces Lp ;

Convolution et espaces Lp(R) ;Transformation de Fourier ;Séries de Fourier.
Mode d’évaluation : ……………Examen…………………………………
Références    (Livres et polycopiés,  sites internet, etc).
-Royden:Metric space

-Dieudonné :Analyse
Intitulé du Master : Ingéniérie de la Statistique –Modélisation et Traitement Informatique des  Données
Semestre : 02
Enseignant responsable de l’UE2 : Fondamentales :DJEDOUR Mohamed, Professeur

Matière3 (au choix) : Econométrie
Enseignant responsable de la matière: Lardjane Tayeb
Objectifs de l’enseignement (Décrire ce que l’étudiant est censé avoir acquis comme compétences après le succès à cette matière – maximum 3 lignes).

Maîtriser la manipulation de tous les logiciels cités afin de pouvoir les utiliser dans la pratique.

Connaissances préalables recommandées (descriptif succinct des connaissances requises pour pouvoir suivre cet enseignement – Maximum 2 lignes).

Algèbre et analyse de 1ère année universitaire ainsi qu’un bagage de base en programmation linéaire et théorie des graphes acquis généralement en licence.

Contenu de la matière : 

Introduction générale,Analyse multivariée des processus stationnaires,l’économétrie des processus non stationnaires-économétrie du qualificatif-économétrie temporelle-Modèles de durée-Modèles ARCH et GARCH-Méthode des variables instrumentales-Formes fonctionnelles-Statistiques et économétrie spatiales.
Mode d’évaluation : ……………Examen…………………………………
Références    (Livres et polycopiés,  sites internet, etc).
· Georges Bresson/Econométrie Des Séries Temporelles-Théorie et Applications-PUDe France/1995.

· Mignon Valérie :Econométrie-Théorie et Application/Economica-2008.

· Voir l’Internet pour les versions récentes des logiciels.
Intitulé du Master : Ingéniérie de la Statistique –Modélisation et Traitement Informatique des  Données
Semestre : 02
Enseignant responsable de l’UE2 : Fondamentales :DJEDOUR Mohamed, Professeur
Matière 4 (au choix) : Analyses et Mathématiques financières
Enseignant responsable de la matière: Lardjane Tayeb et SAMOS(Paris1)
Objectifs de l’enseignement (Décrire ce que l’étudiant est censé avoir acquis comme compétences après le succès à cette matière – maximum 3 lignes).

L’étudiant serait capable de pouvoir utiliser les connaissances acquises dans le monde de travail.

Connaissances préalables recommandées (descriptif succinct des connaissances requises pour pouvoir suivre cet enseignement – Maximum 2 lignes).

Algèbre et analyse de 1ère année universitaire acquis généralement en licence.et connaissance acquise durant le premier semestre de la formation.

Contenu de la matière : 

Introduction générale – Analyse financière (retraitement des états financiers, analyse par les flux financiers, rentabilités et ses facteurs multidimensionnels) – Mathématiques financières (mécanismes et formules, application de l’actualisation à l’amortissement des emprunts, autres applications principales).
Mode d’évaluation : ……………Examen…………………………………
Références    (Livres et polycopiés,  sites internet, etc). 
· Pour de références plus récentes voir l’Internet.
· Fauré Jean-Claude / Mathématiques BTSA 4: Mathématiques financières (Séries statistiques, indices / 2001.
Intitulé du Master : Ingéniérie de la Statistique –Modélisation et Traitement Informatique des  Données
Semestre : 03
Enseignant responsable de l’UE1 : Fondamentales  Mme DJABALLAH Khadjidja ,M.C.A. 
Matière 1 : Les Modèles non Linéaires
Enseignant responsable de la matière: Mme K.Djaballah
Objectifs de l’enseignement (Décrire ce que l’étudiant est censé avoir acquis comme compétences après le succès à cette matière – maximum 3 lignes).

Cette matière permet aux étudiants de maîtriser les principales techniques de  modélisation non linéaire. Ces techniques jouent un rôle important dans les secteurs économiques et industriels.
Connaissances préalables recommandées (descriptif succinct des connaissances requises pour pouvoir suivre cet enseignement – Maximum 2 lignes).

Algèbre et analyse de 1ère année universitaire ainsi qu’un bagage de base  acquis généralement en licence et les connaissances acquises durant la première année de formation.

Contenu de la matière : 
Modèles Dichotomiques Univariés.Modèle Probit,Modele Logit.Estimation non paramétrique et semi paramétrique d’un modèle Dichotomique.Approche Non paramétrique et semi paramétrique.

Modèles polytomiques ;modèles log-linéaires ;Modèles non-linéaires :estimation des moindres carrés(MCO),estimateur du maximum de vraisemblance. ;modèles de durée,modèles de scoring.
Mode d’évaluation : ……………Examen…………………………………
Références    (Livres et polycopiés,  sites internet, etc).
-A.Agresti :An introduction to categorical data analysis.John Wiley & Sons,Inc,NY.
-X.Guyon:Statistique et économétrie:du modèle linéaire aux modèles non linéaires Ellipse 2001.

C.Hurlin :Cours d’économétrie des variales Quantitatives –Université d’Orléans.
Intitulé du Master :  Ingéniérie de la Statistique –Modélisation et Traitement Informatique des  Données
Semestre : 03
Enseignant responsable de l’UE1 : Fondamentales  Mme DJABALLAH Khadjidja ,M.C.A.

Matière2 : Statistiques des séries chronologiques 2
Enseignant responsable de la matière: Mme DJABALLAH Khadjidja
Objectifs de l’enseignement (Décrire ce que l’étudiant est censé avoir acquis comme compétences après le succès à cette matière – maximum 3 lignes).

Cette matière permet aux étudiants de maîtriser cette technique de modélisation non linéaire avancée des séries chronologiques .

Connaissances préalables recommandées (descriptif succinct des connaissances requises pour pouvoir suivre cet enseignement – Maximum 2 lignes).

Bagage acquis plus le cours introductif du S2 sur les séries chronologiques1..

Contenu de la matière : 

Introduction générale –Modèles dynamiques .Processus non linéaires
Mode d’évaluation : ……………Examen…………………………………
Références    (Livres et polycopiés,  sites internet, etc). 

-Box,GEP,Jenkins,GM :Time Series Analysis,Forecasting and Controll,Holden-Day, San Francisco,CA.
-Gourieroux,Ch.,Montfort,A.:Séries Temporelles et Modèles Dynamiques.1995.
-Brockwell,P., Davis,R : Times Series and Forecasting,Springer,New YorK.
Intitulé du Master : Ingéniérie de la Statistique –Modélisation et Traitement Informatique des  Données
Semestre : 03
Enseignant responsable de l’UE1 : Fondamentales  Mme DJABALLAH Khadjidja ,M.C.A.

Matière3 : Plans d’expérience
Enseignant responsable de la matière: Yahi Mustapha
Objectifs de l’enseignement (Décrire ce que l’étudiant est censé avoir acquis comme compétences après le succès à cette matière – maximum 3 lignes).

Cette matière permet aux étudiants de maîtriser cette technique de  planification des expériances et d’analyse de la variance

Connaissances préalables recommandées (descriptif succinct des connaissances requises pour pouvoir suivre cet enseignement – Maximum 2 lignes).

Enseignements de la premiere année de la formation. 
Contenu de la matière : 

Introduction générale à la planification des expériences ;anova à un seul facteur controlé ;plan d’expériences à deux facteurs ;plans à trois facteurs ;plans en blocs incomplets ;plans factoriels à deux niveaux.
Mode d’évaluation : ……………Examen…………………………………
Références    (Livres et polycopiés,  sites internet, etc). 
-Anderson,V.L and MacLean R.A :Design of experiments :A realistic approach.NY,Marcel(1974)

Cochran,W.G;and G.M.Cox:Experimental design.Second Edition.NY;Wiley(1957).
Mead,R!Rhe design of experiments.Statistical principles for practical applications.Cambridge;Cambridge University Press.(1988,1991)

- Voir par Internet d’autres références.
Intitulé du Master : Ingéniérie de la Statistique –Modélisation et Traitement Informatique des  Données
Semestre : 03
Enseignant responsable de l’UE1 : Fondamentales  Mme DJABALLAH Khadjidja ,M.C.A.
Matière4 : Files d’attente 2
Enseignant responsable de la matière: Mlle Saggou Hafida.
Objectifs de l’enseignement (Décrire ce que l’étudiant est censé avoir acquis comme compétences après le succès à cette matière – maximum 3 lignes).

L’étudiant serait capable de décortiquer tout problème  de modélisation par Chaines de Markov et files d’attente.

Connaissances préalables recommandées (descriptif succinct des connaissances requises pour pouvoir suivre cet enseignement – Maximum 2 lignes).
Files d’attente 1 du S2

Contenu de la matière : 

Introduction générale –Files d’attente markovienne à capacité illimitée,limitée-files d’attente avec arrivée groupée,avec service en groupe-avec priorité-réseaux de files d’attente –
Mode d’évaluation : ……………Examen…………………………………
Références    (Livres et polycopiés,  sites internet, etc). 

-Alain Ruegg :Processus stochastiques avec applications aux phénomènes d’attente et de fiabilité.

-Amar Aissani : Modélisation et simulation.
-Klen Rock : Queueing systems Vol 1 & 2 Wiley New York 1976.

Byron J.,Morgan : Elements of simulation

· Voir l’Internet pour d’autres références.
Intitulé du Master : Ingéniérie de la Statistique –Modélisation et Traitement Informatique des  Donnée
Semestre : 03
Enseignant responsable de l’UE1 :  Fondamentales  Mme DJABALLAH Khadjidja M.C.A.
Matière5 : Les réseaux de neurones
Enseignant responsable de la matière: Djedour Mohamed
Objectifs de l’enseignement (Décrire ce que l’étudiant est censé avoir acquis comme compétences après le succès à cette matière – maximum 3 lignes).

Permettre aux étudiants de maîtriser les notions et techniques de cette matière afin de les appliquer sur des problèmes de modélisation par les réseaux de neurones.

Connaissances préalables recommandées (descriptif succinct des connaissances requises pour pouvoir suivre cet enseignement – Maximum 2 lignes).

Algèbre et analyse de 1ère année universitaire ainsi qu’un bagage de base  acquis généralement en licence et durant les premiers semestres de la formation.

Contenu de la matière : 

Introduction générale sur les réseaux de neurones-Réseaux de neurones et modélisation stochastique Les premiers modèles-Le Perceptron,propriétés et limites ;le Perceptron Multicouches (PMC)-Les réseaux RBF ;les Cartes de kohonen-Les SVM .
Mode d’évaluation : ……………Examen…………………………………
Références    (Livres et polycopiés,  sites internet, etc). 
-S.Haykin :Neural Networks-A Comprehensive Foundation Mac Millan (1994)
Blayo.F;Verleysen:Introduction aux réseaux de neurones artificielsq PUF.

-R.Abdi :Les resaux de neurones

- Voir l’Internet pour d’autres références.
Intitulé du Master : Ingéniérie de la Statistique –Modélisation et Traitement Informatique des  Données
Semestre : 03
Enseignant responsable de l’UE1 : Fondamentales  Mme DJABALLAH Khadjidja ,M.C.A.
Matière1 (au choix) : Systèmes d’information et bases de données 2
Enseignant responsable de la matière: DR L.Mahdaoui(Fac Electronique)
Objectifs de l’enseignement (Décrire ce que l’étudiant est censé avoir acquis comme compétences après le succès à cette matière – maximum 3 lignes).

Connaître les éléments de base pour la gestion des bases de données et des systèmes d’information utiles dans le DATA MINING et l’Extraction des connaissances des bases de données (entrepots).

Connaissances préalables recommandées (descriptif succinct des connaissances requises pour pouvoir suivre cet enseignement – Maximum 2 lignes).

Algèbre et analyse de 1ère année universitaire ainsi qu’un bagage de base en informatique acquis généralement en licence et les connaissances spécialisées acquises durant les deux premier  semsetres

Contenu de la matière : 

Manipulation des données ;bases de données relationnelles ;SQL,site web dynamique avec Apache,PHP et MySQL ;.utilisation des systèmes linux/Unix..
Mode d’évaluation : ……………Examen…………………………………
Références    (Livres et polycopiés,  sites internet, etc). 

-Logiciel utilisé (R,S A S,SPAD N…)

· Voir l’Internet pour d’autres références.
Intitulé du Master : :  Ingéniérie de la Statistique –Modélisation et Traitement Informatique des  Donnée
Semestre : 03
Enseignant responsable de l’UE : Fondamentales  Mme DJABALLAH Khadjidja ,M.C.A.

Matière 2  (au choix) : Théorie de l’information et cryptographie
Enseignant responsable de la matière:  Dept Algèbre et théorie des nombres.
Objectifs de l’enseignement (Décrire ce que l’étudiant est censé avoir acquis comme compétences après le succès à cette matière – maximum 3 lignes).

Maîtriser les notions et techniques de la théorie de l’information et de la cryptographie en vue de les appliquer dans les réseaux au sein des entreprises ou organismes.
Connaissances préalables recommandées (descriptif succinct des connaissances requises pour pouvoir suivre cet enseignement – Maximum 2 lignes).

Algèbre et analyse de 1ère année universitaire ainsi qu’un bagage de base en programmation linéaire et théorie des graphes acquis généralement en licence.

Contenu de la matière : 

Introduction générale – introduction à la théorie de l’information  et de l’entropie–cryptographie classique (systèmes simples et cryptanalyse) – théorie de Shannon – Chiffrement par bloc et AES – Fonctions de hachage cryptographiques –chiffrement RSA et factorisation d’entiers – systèmes à clefs publique fondé sur le logarithme discret – schéma de signature.

Mode d’évaluation : ……………Examen…………………………………
Références    (Livres et polycopiés,  sites internet, etc). 

· Douglas Stinson / Cryptographie / Vuibert Informatique / Paris 2002.
Intitulé du Master : Ingéniérie de la Statistique –Modélisation et Traitement Informatique des  Données
Semestre : 03
Enseignant responsable de l’UE: Fondamentales  Mme DJABALLAH Khadjidja ,M.C.A. :
Matière  3  (au choix) : Analyse des données textuelles 
Enseignant responsable de la matière: Djedour Mohamed,Professeur
Objectifs de l’enseignement (Décrire ce que l’étudiant est censé avoir acquis comme compétences après le succès à cette matière – maximum 3 lignes).

Maîtriser les notions et techniques de la théorie de l’analyse des données textuelles
Connaissances préalables recommandées (descriptif succinct des connaissances requises pour pouvoir suivre cet enseignement – Maximum 2 lignes).

Algèbre et analyse de 1ère année universitaire ainsi qu’un bagage de base en analyse des données numériques acquis en cours de formation..

Contenu de la matière : 

Introduction générale – Les méthodes usuelles de l’analyse des données numériques adaptées à l’analyse des données textuelles .
Mode d’évaluation : ……………Examen…………………………………
Références    (Livres et polycopiés,  sites internet, etc). 

· Documentation du logiciel (par exemple SPAD T ).
V- Accords ou conventions
LETTRE D’INTENTION TYPE
(En cas de master coparrainé par un autre établissement universitaire)
(Papier officiel à l’entête de l’établissement universitaire concerné)
Objet : Approbation du coparrainage du master intitulé :  

Par la présente, l’université (ou le centre universitaire)                             déclare coparrainer le master ci-dessus mentionné durant toute la période d’habilitation de ce master.

A cet effet, l’université (ou le centre universitaire) assistera ce projet en :

- Donnant son point de vue dans l’élaboration et à la mise à jour des programmes d’enseignement,

- Participant à des séminaires organisés à cet effet,

- En participant aux jurys de soutenance,

- En œuvrant à la mutualisation des moyens humains et matériels.
SIGNATURE de la personne légalement autorisée : 
FONCTION :    
Date : 
LETTRE D’INTENTION TYPE
(En cas de master en collaboration avec une entreprise du secteur utilisateur)
(Papier officiel à l’entête de l’entreprise)
OBJET : Approbation du projet de lancement d’une formation de master intitulé : 

Dispensé à : 

Par la présente, l’entreprise                                                     déclare sa volonté de manifester son accompagnement à cette formation en qualité d’utilisateur potentiel du produit. 

A cet effet, nous confirmons notre adhésion à ce projet et notre rôle consistera à :

· Donner notre point de vue dans l’élaboration et à la mise à jour des programmes d’enseignement,

· Participer à des séminaires organisés à cet effet, 

· Participer aux jurys de soutenance, 

· Faciliter autant que possible l’accueil de stagiaires soit dans le cadre de mémoires de fin d’études, soit dans le cadre de projets tuteurés.
Les moyens nécessaires à l’exécution des tâches qui nous incombent pour la réalisation de ces objectifs seront mis en œuvre sur le plan matériel et humain.

Monsieur (ou Madame)…………………….est désigné(e) comme coordonateur externe de ce projet.
SIGNATURE de la personne légalement autorisée : 
FONCTION :    
Date : 
CACHET OFFICIEL ou SCEAU DE L’ENTREPRISE
VI – Curriculum Vitae des Coordonateurs 

ANNEXE1 :

CV du Responsable de l’équipe de formation du Master : 
« INGENIERIE DE LA STATISTIQUE –MODELISATION ET TRAITEMENT INFORMATIQUE DES DONNEES»
 Professeur MOHAMED DJEDOUR
USTHB

Faculté des Mathématiques

Département de Probabilités et Statistiques

Directeur du Laboratoire Modélisation Stochastique et Traitement de Données(MSTD)

[image: image2.emf]Djedour Mohamed     CURRICULUM VITAE   Identification    Structure de rattachement   :  Dept de Proba - Statistiques  Faculté des Mathématiques  – USTHB   Nom et prénom   :   Djedour Mohamed       Adresse personnelle   :  Asphodèles  Bt D — 2    Appt  30 - 16030 - Ben - Aknoun - Alger     Adresse  Professionnelle   :   USTHB - FAC MATHS - Bab - Ezzouar. - Alger - Algerie     Langues écrites, lues ou parlées   :   Français - Anglais  – Arabe(dialectal)   Grade   :     Professeur — Directeur de recherche   Titres et Diplômes   :  Licence Maths - M.SC   - Ph.d (Equivalence Doctorat d’Etat)   Int itulés des Thèses soutenues  (lieux, dates, ...)   Représentation des fonctions vectorielles  par des intégrales dans les espaces (F)  et (LF) [espaces de Fréchet et limites inductives de Fréchet].Montréal - 1970.   Fonctions occupées  (lieux, dates, ...)             Assistant Fac des Sciences  – Université d’Alger 64 - 65            Assistant et Chargé d   ’enseignement Dept de Maths et Statistiques  – Université de Montréal    1965 - 1971            MC -   Dept Maths - Université d’Alger 1971 - 1974   Professeur USTHB 1975 à ce jour    Chef d u Dépt de Maths  – Fac des Sciences - Université d’Alger 1971 - 1973   Directeur Institut des Mathématiques Sept 1974 - Juin 1980.   Membre du Dépt de RO depuis sa création    à 2002   Membre du Dépt de Probabilité - Statistiques de 2002 à ce jour   Membre de Conseil scientif ique Maths    Président de Conseil Scientifique de RO et Responsable de la PG RO de sa création à 1995   (environ) - Directeur de l’Unité de recherche URMA  1980 - 88   Président du conseil scientifique de Proba - Stat depuis 2003   Responsable d’accords de Coopération  a vec USMGrenoble - INRIA (Diday - Rocquencourt)   Directeur du Laboratoire de reccherche MSTD de 2002 à ce jour.   Matières enseignées   ::   Algèbre - Analyse  – Probabilités - Statistiques - Programmation Linéaire - Théorie des  graphes - Analyse numérique - Intégration - Théorie de  la mesure - Analyse fonctionnelle -


    Tâches administratives, pédagogiques, de recherche et d'organisation
   1975-76    - Membre fondateur, à l'échelle nationale, de la filière DES en  R.O. à l'USTHB

   1976-1990 -Responsable du premier accord de coopération « CMEP » avec L’Université Scientifique et Médicale de Grenoble.

   1980 :Membre fondateur et Responsable de la Post-Graduation de RO.
 1983,1990,1992 :
Membre Organisateur des Rencontres Algéro-Française de R.O. (USTHB, Alger‑UJF,Grenoble).
· 1984-85 : Membre fondateur, à l'échelle nationale, de la filière d'Ingéniorat en R.O. à l'USTHB (avec K.Boukhetala-Chef dept RO)
· 1988/…: Présidence et participation à des Jurys de soutenance d'ingéniorat en R.O.
· 1996: Membre du Comité Scientifique et Responsable de l'Organisation de la 4 ième Rencontre de R.O. (USTHB, Alger).
· 1997: Membre du Comité Scientifique des 2èmes Journées de Statistiques Appliquées (J.S.A. 97). USTHB, Alger.

· .
· 2000/..: Directeur du Laboratoire MSTD,
· Janvier 2009 : Responsable accord de Coopération CMEP sur la Modélisation Stochastique avec les réseaux de neuronnes-Responsable Français Professeur Marie Cottrell –Laboratoire SAMOS-Université Paris1-Sorbonne.
· Deux théses de Doctorat d’Etat Soutenues (Hamdache et Rebbouh)-

· Encadrement d’un Doctorat(Probabilités ) en cours.

Nombreuses thèses de Magister en PG de Proba stat(Responsable K.Boukhetala) ont été soutenues sous ma direction depuis 2002.
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