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Scenario

You are a consultant in Internet Technology, and have been assigned to investigate the REV-IT organisation with a brief to identify areas where Internet Technology could be used and deployed to support core business activities.

Your initial deliverable is to identify one area of the company's operation where Internet Technology could beneficially be used. The purpose of this task is to demonstrate the potential of Internet Based Systems to the management of the company. The ideas that you put forward will serve as an example of what could be done with similar technology in other areas/operations of the company.

REV-IT, with the help of their 3rd party supply companies, have already compiled a large amount of information which has been made available to you. 

Other Issues

REV-IT, are about to move into a new business phase. The company has a history of major acquisitions and mergers, and another joint venture is soon to go ahead. This will have major implications for any future business strategy, and consequently, future systems and the companies IT infrastructure.

As with all companies, there are redundant, and legacy systems, identification of these is often difficult, so REV-IT would appreciate ideas for how they might successfully identify systems, which can be marked for phase-out or ways in which they can be updated.

As the company grows, there is also the question of a global strategy for their IT Infrastructure.

There are a number of problem areas, which need to be addressed quickly, where a short-term solution may be required, with details of a longer-term plan put forward.

The CEO also has ideas, which need to be addressed. Not being a technical person the CEO may not have all of the facts, but you would be advised to take into account the comments he has made.

REV-IT needs systems, which are future proof. Budgetary concerns are less of a problem during this transition phase, the emphasis must be on solutions that will take the company forward. Timescales for implementation must be realistic. Not all new ideas for future technologies are in the public domain, so leeway must be allowed when building such scenarios into your solutions.

Deliverable

Please present your findings in the form of a report to management which includes and satisfies the following criteria:

· Appropriate models used on the Case Study to show that you understand the current structure, operation and needs of the REV-IT organisation and the specifics of the area that you have chosen to support. Effort weighting 15% 

· Individual tender report for the case study, which specifies the system/area that you will be concentrating on (a useful source of information for this report will be the group research web sites ). Effort weighting 25%.

· Outlining the type of system that could be developed

· Details the technology (hardware, software and internet technology) that could be used. The level of detail that you can go into on this will depend on the type of system you are proposing and this will vary for each tender report. Highly focussed functional systems might have a lot of technical detail - Enterprise wide systems or general recommendations on use of Intranet Technology might be less technically specific (The level of detail is up to you, drawing on your own or your own knowledge/experience ).

· How the system could be used in the REV-IT organisation.

· How it could benefit the business in the both short and longer terms.

· Individual research/development plan. Showing how you planned/approached this piece of work and the steps you went through. Effort weighting 5% 

· Presentation of report (structure, layout and clarity) and use of any supplementary materials. Effort weighting 5%

Indicative Target length: 2500 - 3000 words.

Submit by: 17th MAY 2002 - 16:00pm

Thank you.

Infrastructure Technical Team Manager - REV-IT
Company Information

Lars Peterssen in Persia

REV-ITs origins go back to September 1911, when a wealthy Dutchman, Lars Peterssen, managed to gain consent from the Shah of Persia to explore for and exploit any possible oil resources in a remote uncharted area of Persia. Having been granted the concession; Peterssen asked a close friend Tod Smithsen who had some knowledge of engineering, to explore for oil. Smithsen had very little knowledge of the area, had rarely been away from his South London home, and was suddenly at the centre of political infighting, destructive sandstorms and desert drought.

Persia at the time lacked an infrastructure, manpower was scarce, and the indigenous people of the land had not taken kindly to the field expedition teams pioneering through their homelands. Smithsen suffered from malaria and bouts of depression, which made existence, very arduous. After ten years, while other companies had been successful in small finds, Peterssen and Smithsen had discovered nothing worth extracting. 

Costs were mounting, local labour becoming ever more demanding, and eventually Peterssen sought help from the Netherlands Oil Company, who funded a new venture.

With more engineers at hand, Peterssen Dutch Oil reassessed their allocated terrain and moved south. After a further six months, they struck oil. They were not the first to find oil in the Middle East, but their find was certainly one of the largest.

Post World War 1

There was high demand throughout the world for oil after the Second World War, which enabled massive growth in profits. The price of oil rose to record levels by late 1948. At this point the company diversified into petrol chemicals and moved onto sights on the British mainland.

In early 1950 a huge gas oilfield was discovered in the North Sea and REV-PD were very quick to jump on the hydrocarbon bandwagon.

Revolutionary Oil and International Trade

Over the next ten years the American side of the company gained a majority holding in the company squeezing Dutch interest down to 35%. A number of smaller US oil producers were bought up and in 1970 the company announced a major purchase into a British offshore sight. Along with a shift in production emphasis to Europe that company again changed its name to reflect it's international aspirations, and became Revolutionary Oil and International Trade.

65% American, the multi national oil company now has global operations in 30 countries. Operations include oil and gas services supplied direct to industry worldwide. The company has major holdings in some of the UK’s best-known service station companies. It also supplies servicing facilities direct to the consumer for multiple motor vehicles including: heavy and light industrial plant, cars, motorcycles, vans, trucks, tractors and other machinery.

REV-IT also constructs offshore facilities including multiple purpose platforms, sub sea operations, and onshore refineries.

REV-IT’s UK Operations

Focus of their UK operations is in Offshore Process and Energy. Supporting over 30 upstream platforms across five fields in UK and European waters. REV-IT supplies both oil and gas direct to industry. Oil comes onshore at Grangemouth, and Gas comes onshore at Dimlington.

In brief, UK operations comprise: exploration of potential, identified and established oil and gas fields; construction of, placement of, and manning up of offshore facilities including platforms and sub sea operations; submersible exploration for environmental protection and problem identification issues; transport and transfer of personnel to working stations and platforms; accommodation support and subsistence to on and offshore personnel involved in all UK operations and liaison with the wider group workforce to supply personnel to other world operations and / or to take in personnel from other world operations. 

The UK head office and downstream operation is located in Aberdeen. Manned by 350 staff personnel (permanently employed) with 150 contracting staff on site at any one time, and 10,000 contracting staff supplying REV-IT's own offshore and onshore operations and sub contracted to other process and energy companies through the UK. There is a small London "cosmetic" head office, which houses the media and marketing departments, and most of the Directors for UK operations. The London office also plays host to world conferences for the company, is a general meeting place for UK and overseas Director's, and is used for corporate events and publicity purposes. Accompanying Aberdeen and London, a small personnel movement centre is located close to Aberdeen airport's Dyce Industrial park which holds the manpower logistics, movements and tracking teams, some 15 personnel a mix of permanent and contracting staff. There is a small downstream office at Grangemouth where oil is processed and accepted onshore, similarly there is a small site at Dimlington where gas comes onshore.

The Future

REV-IT is currently in negotiation with another large US Petroleum Company of equal size. It is expected that there will be a merger in the very near future. The joint venture company has is mains fields in the Gulf of Mexico and it's main support operation is located in various South American countries. Increasingly, the company is becoming involved in operating across international boundaries and operating from many locations. A small team from REV-IT will soon be flying out to Bogota in Columbia where the operational headquarters for downstream operations is located. It is expected that more information will be made available then.

Current Software Listing

	UNIX Platform 

	Software Name
	Purpose
	Developer

	Apptrack
	Unix software usage tracker
	Schlumberger Geoquest 

	ARCINFO
	GIS Software 
	Environmental Systems Research Institute Inc.

	AssetDB
	Physical Data asset archival
	Schlumberger Geoquest 

	ECHO FOCUS
	2D & 3D Seismic data processing
	Paradigm Geophysical Ltd.

	Eclipse100
	Reservoir simulator
	Schlumberger Geoquest

	Eclipse 300 
	Reservoir simulator 
	Schlumberger Geoquest 

	FOAM
	Reservoir simulator performing simple foam models
	Schlumberger Geoquest 

	Gas Field Operations 
	Collections of facilities for gas field production
	Schlumberger Geoquest 

	GEOSCIENCE
	Programming toolkit for creation of custom graphics for geoscience applications
	GeoScience Software Inc.

	GEOToolkit for C++
	programming toolkit for creation of custom graphics for geoscience applications
	Interactive Network Technologies Inc.

	Interwell
	High tech geological stratigraphic inversion solution, offering a reliable well to seismic calibration procedure
	Beicip Franlab Petroleum Consultants

	LYNX
	Geostatistics
	Lynx Geosystems Inc.

	MAGMA
	Geostatistics
	Geovariances

	Open Eclipse
	Developers kit - allows 3rd party applications to drive ECLIPSE reservoir sim 
	Schlumberger Geoquest 

	SCAL
	Special core analysis management
	Schlumberger Geoquest 

	Schedule
	Prepares well production data for reservoir simulator input
	Schlumberger Geoquest 

	TDQ
	Time Depth Conversions
	Landmark Graphics Corporation

	TEMIS3D
	Integrates 1D, 2D, 3D, Basin modeling techniques
	Beicip Franlab Petroleum Corporation

	VFPi
	Vertical flow performance
	Schlumberger Geoquest 

	Well Bore Friction 
	Handles pressure losses due to friction in well tubing
	Schlumberger Geoquest 

	WELLBore Planner
	Integrated well-planning solution that brings geoscientists and drilling engineers to work in same environment
	Landmark Graphics Corporation

	NT Platform

	@Risk Standard 
	Monte Carlo simulation for spreadsheets
	Palisade Corporation 

	3D Seismic Acquisition 
	Design
	Rockwell Inc. 

	3DSL
	Streamline based reservoir simulator that can model 3D, 3 phase, live-oil, fully compressible
	Streamline Technologies Inc.

	Alpine
	Seismic acquisition Project Management
	Green Mountain Geophysics

	AtlasVeiwer
	Electronic land / well atlas of Canada
	IHS Energy Inc.

	CAESARII
	Pipe stress analysis
	COADE. Inc. 

	CBT Maker
	Authoring system to create computer based training software
	Integrated Technologies Consultants Inc.

	CHEMSTAT
	Ground Water data statistical analysis
	Rockware Inc. 

	COMPASS
	Comprehensive wellbore oath planning / anti-collision tool
	Landmark Graphics Corporation

	Controller model Identification & PID Tuning
	software for identifying dynamic models and tuning PID controllers
	Control ARTS (US) Inc

	Decision Tree 
	Decision analysis and risk management
	MERAK Projects Ltd.

	DIGGIS
	Digitize maps for GIS
	DIGIRULE Inc. 

	Direct Plot 
	Plotter Driver that allows plotting images of any length
	SEISMIC Microtechnology 

	Drill Trainer DDTS
	Directional drilling training software
	Digitran Inc. 

	DrillBench
	Drilling software suite
	PETEC Software and Services AS.

	DrillPRO2000
	Complete drilling hydraulics for excel
	Drilling Software 

	EarthVision 
	3D Geological modelling
	Dynamic Graphics Inc.

	EXOtherm
	Thermal simulation 
	T.T&Associates Inc. 

	EzDLIS
	Transfers log from Schlumbergers DLIS formatted data sets to LIS or ASCII files
	OILWARE Inc.

	FIELDWARE
	Integrated suite of software products including BeamLift; GasLift; FlowMonitor; WellTest; and ESPlift
	Shell Services International Inc.

	FOBOS
	1D Basin Modelling
	Geologica

	FRAC-EXPLORE
	Fracture analysis 
	US Department of Energy

	GOCAD
	3D Geological modelling software including structural modelling, reservoir characterisation, velocity modelling
	T-Surf CORP 

	GRIDSTAT
	Integrated geo-statistical description and modelling
	Applied Computer Engineering Inc.

	HEXTRAN
	Heat transfer simulation and pinch analysis
	Simulation Sciences.Inc 

	HYDROFLO
	Tool for design and analysis of fluid conveyance systems
	Tahoe Design Systems

	ISOMAP
	Constructs MAP surfaces for the geological sciences
	GEO&Soft International 

	JACTA
	Reservoir uncertainty analysis, rocks and fluid properties geometry
	T-Surf CORP 

	LOADPAK
	Loads seismic data into interpretation software
	Seismic Micro Technology

	Lube-ItTM
	Lubrication management software that simplifies setting up effective, efficient lube program
	Generation Systems Inc.

	LYNX
	Geo-statistics
	Lynx Geosystems Inc.

	MERLIN
	PC Based black-oil reservoir simulator system with pseudo compositional components 
	Gemini Solutions Inc.

	MORE
	Black oil and miscible reservoir simulator
	ROXAR

	NETOPT
	Optimization of oil and gas production operations
	Simulation Sciences Inc.

	NEURASECTION
	Creates geological cross sections
	NEURALOG Inc 

	Open Explorer
	Master data store for exploration and production data
	Landmark Graphics Corporation

	PIERRE
	Log drawing software
	Cambrian Group 

	PIPEPHASE
	Steady state, multiphase, fluid flow simulator that rigorously models oil and gas gathering and transportation systems
	Simulation Sciecnes Inc

	PRIZM
	Borehole environmental corrections
	Landmark Graphics Corporation

	PRO/II
	General purpose process flowcharting optimization
	Simluation Sciences Inc

	PROFILE
	Well schematics 
	Landmark Graphics Corporation

	RSTune
	Rockwell software 32bit windows software to optimise your process
	Rockwell International Corporation

	SEEP/W
	Groundwater seepage analysis
	GEO-SLOPE international Inc

	TECPLOT
	Complex data and technical plotting
	AMTEC Engineering Inc

	Under consideration

	CFX-PROMIXUS, PROSPER, PIPESIM


IT Infrastructure

Background Information

The current UK information technology systems and hardware were originally installed over five years ago, by specialist IT teams who flew in from corporate headquarters in Houston, Texas.

Although the Aberdeen office maintains a very small team of front office specialists who trouble shoot basic system problems, most of the everyday running and support for the systems is outsourced to a variety of companies. Several companies supply the systems and the outsourcing companies not only deal with REV-IT during systems changes and upgrades, but also need to liase, negotiate, and closely co-operate with all other 3rd party suppliers. This can lead to misinformation, not enough information, and missed communications.

The supplier / support situation has come about over a number of years as new systems were required and new technologies identified and installed. Coupled with company buy-ups, REV-IT has inherited a lot of systems from the smaller companies they have absorbed. At take-over time, REV-IT has always tried to maintain the status quo for staff and systems, in the hope that at a let date, more global systems would be put in place. This however, has never actually happened. The result is a large number of systems, some of which are completely redundant now, still in use. There are many software packages across the company which perform the same task, but there is resistance to rolling out single packages, due to the training time required for those staff who have no knowledge of the package.

Due to the diversity of the systems needed to run global operations across the sites, there are various suppliers for the varying technologies in use. Supplying on and offshore communications, including satellite comms, telephone comms and radio comms, are BT Syncordia. Supplying the hardware and maintaining the software for REV-IT's Intranet and access to the Internet is Data Marine Systems (DMS). Science Applications International Corporation (SAIC) supplies all firewalls into the Intranet and for access out to the Internet. 

The personnel system used by the personnel department for staff records is called Peoplesoft © which is supported by a company called Talisman. Software available on staff desktops (including COTS packages), licensing for software, and specialist software developed in an ad-hoc manner as required specifically for REV-IT are all currently maintained by REV-ITs own front office staff from the Aberdeen office.

Subsea, drilling and Geoscience applications have been developed, and are maintained and supported by Schlumberger Geoquest. Other on-site vendors include Baker Hughes (Inteq) and Landmark Graphics Corporation. The Manpower Personnel System (MAPS) was specifically developed by SAIC to control the movement of personnel to offshore platforms. There is a very basic Helpdesk at Aberdeen manned by five REV-IT staff, but it has been obvious for some time that the number of calls far outweigh their time and skills and the whole Helpdesk function would be benefit from a more professional approach from an outsourced company.

Hardware

REV-IT's network system is contained within the Aberdeen main office. It is maintained by the Network Command Centre remotely by SAIC. Due to the nature of the equipment and the sensitivity of data and systems held within the server room, a document called a Permit to Work must be obtained before any maintenance or upgrading can be carried out in the server room. 

With continuing growth and absorption of other companies a lot of the hardware is out of date and obsolete, and is causing a problem in the server room. With the expected "joint venture" about to go ahead even more room will be needed for the ingress of hardware for the South American operations. It is known that two AS/400 machines are reaching the end of their working life, but a replacement solution has yet to be put forward.

At the main onshore sites, every staff member has his or her own desktop system. Although a lot of the server equipment is out of date, a good level of upgrading has been maintained for user machines. Although approximately 25% are older systems of Pentium 266MMX with 10 speed CD-ROM and 15" monitors, most systems are Pentium 3 running at approximately 600 MHz complete with 30x CD-ROM with 17" or 21" monitors. All machines have a floppy drive, and apart from Director's of the company who have their own printers per machine, all other desktops share HP Laser printers at one printer per 10 machines. There are other specialist printers required for printing large size maps and underwater topography etc, and each department has at least one colour printer of varying makes, models and ages. There are approximately four print servers in the server room, although information on how many machines are used for printing is sketchy.

Each offshore installation has it's own dedicated server networked as appropriate to high specification Pentium desktops. Connections to main services are via an adapted WAN set-up. Some services are available via the Internet, but not enough. Some systems can also be accessed via satellite links but these are proving to be expensive. 

Software

The common desktop operating system is Windows 95 based. All desktops have Microsoft Office suite running locally, with specific DLL's and EXE's brought down from home server space on login ensuring security for the software and to counteract piracy. Dr. Solomon's virus software is locally installed to each machine but is dependant on the individual checking each floppy disk as they access it; needless to say this rarely happens. Policy for security is that no floppy disks should be inserted into the floppy drives without the Front Office team first checking them for viruses, but unless the floppy drive is disabled it is a difficult policy to police. 

Common software available to all and in general use includes: Documentum - document management software (UNIX); ClearCase configuration management software (UNIX); PI (Production Information) (UNIX); COOL:Gen (CASE tool - used little) (NT); ERIS legacy database internet building interface; Minitab statistical package (NT); Geoscience software suite used for oil exploration (UNIX); Remedy Helpdesk software, front end application on (NT box); Remedy Helpdesk database built in Sybase (UNIX; MAPS manpower and personnel planning software (SAIC bespoke software solution); Visio drawings and diagrammatics software; ArtemiS state of the art analysis software. 

Microsoft Explorer is the preferred browser, although some users have managed to get copies of Netscape and are using that locally on their machines. There are no controls on downloads from the internet, and a lot of music software such as Real Player; Sonique; Macromedia Shockwave; Adobe acrobat are but a few examples of the illegal software finding it's way onto user desktops.

There have been three serious instances of virus infection from email and browser downloads in the past two months, which have resulted in unplanned outages to the email system and to the Documentum server. Each fix has had to come from Dr. Solomon's in the form of a virus patch and the average wait time and unavailable systems has been five hours.

Microsoft Project 4 is available to all desktops, but not everyone uses or needs access to it. Specialist packages and access software are also available to some but the licensing issue is a bit unknown, and no one really knows who has what on their machines.

There are many specialist systems available to individuals at both on and offshore locations; these have been listed on a separate sheet.

Back-ups

DAT tape drives - two per server. Backups are run nightly by REV-IT's on site front office team who start backups off each evening. Tapes are stored for three months and then replaced. They are rarely checked for accurate backups, and sooner or later a backup will need to be used to replace a critical system and it will be found to be faulted or not to have completed successfully. This is an issue often brought to the attention to of the management team, but nothing has been implemented for contingencies so far.

Servers

There are various servers in use in the server room. A lot of applications are held on Unix boxes of varying ages. Databases are usually held on UNIX servers although not always. Some applications are on NT servers. All of the data servers are NT. Email and Intranet and Internet software are held on separate servers. There are also numerous print servers. 

Support Structure and Information

Front Office

This is the first line of defence when it comes to work that needs to be done in any of the REV-IT locations both on and offshore. Two staff have safety certificates which allow them to work offshore, but of course not all staff have been certified which makes manpower logistics quite difficult at times.

The team deals with problems such as printer problems and desktop faults. They change systems out and install new machines as required. They install and maintain the Ethernet cabling for the LANs and oversee the WAN functionality. 

There is little time for updating of skills and further training so the team feels they are falling behind in the current job skills market, and are becoming quite concerned about this. They also fear that should the Helpdesk function be outsourced, then their skills will not match the skills of the incoming Front Office team. In the past REV-It has ensured that staff absorbed by joint ventures, or take-overs have been found suitable work within the company without major upheaval, but this has done little to allay fears.

Front office also support computer of the shelf packages such as Microsoft Office suite etc. There is a small number of staff who has in-depth knowledge of the suite of programs and can trouble shoot general problems. 

3rd Party Companies

Each 3rd party company maintains their own software on the servers. To make changes, rollout upgrades, or install new versions the third party must first seek approval from REV-IT. Once authorised, they must then log the expected change date through the Helpdesk. It is the helpdesk's responsibility to contact all that will be affected via a change control notice. This seeks further authorisation from other affected 3rd parties, from REV-ITs assets, and from REV-Its onshore staff and contractors and their offshore contractors. Once all parties have been notified and agreed the change the notice is then transmitted to the users. There is still a chance for final alterations if something has been overlooked. Of course any notice can be cancelled.

Emergency Response Centre (ERC)

The ERC deals with major events and emergencies. For instance an ERC would have been mobilised for the Piper Alpha disaster of 1988. The centre consists of a dedicated communications room linked via satellite, landlines, radio comms, and videocams, in order to supply support, mobilise emergency services, and implement disaster contingency plans should an event be declared. The ERC is not manned on a 24-hour day to day basis, but is rather in a state of stasis, ready for operation at any time.

Once an event is declared, a warning siren sound throughout the building for mobilisation of all personnel required to attend emergency centres. Systems are switched onto emergency channels and all comms links cleared ready to accept incoming transmissions.

It is unfortunately a fact of life that the current telephony systems has far exceeded it's sell by date, and is in need of a major overhaul. Any new system implemented would need to be done so on a secondary system basis. Implemented and running for a number of months alongside the old system before full hand over into support, just to ensure that it is 100% fully operational before system switching.

Recommendations are required for which type of system to implement, by whom and in what timescales.

Future Support

REV-IT would prefer all support to be handed over to 3rd party companies, it would then be their responsibility to fulfil their SLA's. They would also prefer to be able to submit Change applications via the Intranet, and this could then be sent automatically to all parties affected to the outage, after first going to the appropriate approval personnel.

REV-IT have identified key contact personnel within each asset which they have called Business Information Managers (BIMs). Ideally, they would like a Service Delivery Manager (SDM), to be attached to one or more assets to facilitate better support and communication. The SDM would then have the authority to authorise change and outages. Authorisation is very haphazard at the moment with 3rd party companies seeking permit's to work more from people that they know, rather than people with real authority. This results in disjointed communications and mislaid information, especially if a change goes wrong or is delayed. The SDMs would be drawn from the service providing companies (3rd parties) and from the internal support teams. It would be difficult to get a balance across all teams, but would be beneficial in respect of communications across support companies and within REV-IT itself.

Permit to Work System

The permit to work (P2W) system is used at both on and offshore installations. The P2W system is utilised by offshore installations, and other industries, as a way of co-ordinating and controlling work, alerting others of areas closed for work, and providing an audit trail of written and professional authorisation. This is important on all installations but especially larger installations, as there may be upward of 200 separate jobs going on at any single point in time. When a work task has been identified, a P2W form is completed, and sent to the appropriate next chain in the link for written approval and authorisation. This can be quite complex and time consuming. and 

After the Piper Alpha disaster, which many have attributed to a breakdown in the Permit to Work system at the time, there was a unified effort to improve permit to work systems across the industry. Shell U.K. Exploration and Production, were one of many to revise their systems. They decided none industry sector experts should
examine their current system and make recommendations. The naval nuclear industry supplied the consultants, as many similarities had been identified between the two industries. For example: strict legislation, a potentially hazardous environment, large numbers of employees in confined and restricted areas, detailed technology, and very often tight timescales.

The consultants' recommended a new permit to work system, which provided all workers on and offshore with greater communication about any type of newly started, ongoing, and over-running work.

	The new system called for:

· Tierd Authorisation of permits

· Central co-ordination of permits

· Clear visibility of the status of work

· Computer based permit information and tracking system

· Enhanced control of isolation

· Formal training and audits




Any new system must support the organisation of a tiered authorisation system. At the top of the authorisation ladder is the Platform Co-ordinator, responsible for overseeing all permits. Departmentental heads could sign non-risk permits. High-risk permits, however, must be signed and approved by the Operation Installation Manager (OIM). This would then allow permits to be given the maximum consideration at the appropriate level in the organisation.

Recognising the importance that permits were ineffective unless displayed for all to see, and new system of platform co-ordination was called for. In this area, a permit rack of all current permits is held, coupled with a graphical permit location board indicating where all areas are undergoing work, incorporating an isolation diagram to display areas closed off or inaccessible during the work.

In addition, there is also need for a computerised permit tracking and information system, which provides management information, important for crew and shift change hand overs. 

The offshore comms centre, also currently holds stocks of P2W forms. One type is for cold work where there is no danger of ignition, the second for hot work, where a source of ignition is present (Category 1) or there is a risk of ignition present (Category 2). 

There are also numerous checklists associated with the different types of work undertaken. It would be a great help if these forms were computerised, and logged centrally onshore for work co-ordination.

The P2W system affects everyone, and as a result it is of great importance that full training is carried out before a worker is allowed to work on or offshore. Safety training is very haphazard at the moment. It has often been found that personnel working offshore have falsified their backgrounds and certificates. All of these should have been checked before that person was recruited. However, very often REV-IT staff their contracting needs, via third party recruitment consultants who do a less than rigorous search into an individuals background and work history. It has been identified that tighter controls need to be implemented to ensure that these people never see an offshore location without being fully vetted and passed fit for purpose.

Helpdesk Information

General Operations

Internal staff currently mans the in-house helpdesk. Very often the number of calls coming in exceed their capabilities and available time and it has been clear for some time that they require more staff, or for the function to be revised or outsourced.

The team is based on the ground floor of the main building in Aberdeen, right next door to the server room, along the corridor from the emergency response centre. All staff are very well qualified, but feel under appreciated and over worked, and recently there have been further difficulties with staff taking time off for illness. One of the key members of staff has been offered a better role at a rival company, and is currently weighing the pros and cons to help him make a decision about his future.

The helpdesk is manned between 08:00 and 18:00 Sunday to Thursday, with skeleton staff on Friday and Saturday. Friday and Saturday is classed as the weekend for REV-IT's permanent staff, however, offshore staff work 24 hours a day 365 days per year, and someone is required to cover all other hours to log calls and to implement emergency action should a major event occur. Sunday is a normal working day for REV-IT as this is when shift changes occur offshore, so there is a lot of manpower and personnel movement as workers start and end two week rotational periods. It is also the main day for offshore supply vessels to deliver supplies.

Friday and Saturday for the Helpdesk is covered on a rotational basis, with two members of staff in the office between 08:00 and 18:00.

Out of hours (when the Aberdeen office is "not" manned) is classified 18:01 - 07:59 every evening. There is an automatic telephone answering systems deployed during these hours, where the call is diverted to answer machine. The recorded message relays information on the open hours of the Helpdesk, and also provides details of what the caller should do if their problem falls into a certain category. The caller then has the option of calling a dedicated Helpdesk line available for urgent or emergency help. This Helpdesk is actually located in Melbourne, Australia. Depending on the time of day, the call is then directed to Houston who decide the level of urgency that should be attached to the call. It is up to Houston's management team to decided whether emergency action should then be implemented, when Aberdeen staff are called directly at home, via their work mobile, or paged.

Level of Support Categories

Category 1: Serious business risk. Extended failure or shutdown will result in business loss; and / or financial loss; safety problems resulting in potential danger to life either human, animal or environmental; loss of a permanent facility; loss of a permanent system; loss of communications to a mobile rig; loss of communications to a fixed structure offshore; catastrophic equipment failure; supply vessel delays expected to be over 8 hours; any situation requiring a medivac.

Category 2: High business risk. Failure beyond thirty minutes will result in business or financial loss; safety problems which have a potential to develop into a more threatening event; damage to a permanent facility; damage to a permanent system; problems with communications to a mobile rig; problems with communications to a fixed structure offshore; possibility for permanent equipment failure; supply vessel delays expected to be over 12 hours but less than 24 hours; likely call-out of a medivac.

Category 3: Moderate business risk. Failure beyond two hours will result in business or financial loss; safety problems requiring immediate attention but which have an identified resolution; potential damage to a permanent facility; potential damage to a permanent system; communications problems to a mobile rig with an identified solution which can be implemented under emergency down-time / outage within two hours; communications problems to a fixed offshore structure with an identified solution which can be implemented under emergency down-time / outage within two hours; moderate potential for permanent equipment failure; supply vessel delays expected to be over 24 hours requiring implementation of a supply vessel contingency solution; medical event not requiring medivac.

Category 4: Small business risk. Failure beyond four hours will result in business or financial loss; identified safety problems requiring project management / safety officer for solution implementation; minimum damage or main part failure requiring replacement within four hours; system damage or replacement requirement within four hours; required outage or replacement of equipment requiring communications outage to mobile rigs expected to last no longer than two hours where other communications have been supplied as a contingency; required outage or replacement of equipment requiring communications outage to a fixed offshore structure expected to last no longer than two hours where other communications have been supplied as a contingency; planned equipment replacement; planned upgrade to equipment or software; planned new system implementation; supply delay or omission of known or named parts / equipment / stores where alternative route / date / vessel is identified; booking for a medical event / supply / offshore doctor booking.

Category 5: No business risk. Planned event with contingency and risk matrix supplied and agreed by the Business Information Manager and Service Delivery Manager for the outsourcing supplier and the asset; planned implementation of safety problem solution / upgrade / new system project managed for up to one hour; planned replacement to fixed / mobile / non-permanent structures where the structure is not needed during the work; planned replacement to systems where the system is not in use during the work; any communications work not affecting existing systems or communications; second supply vessel sailing in addition to normal services. 

Helpdesk Call Logging

When a call comes in on the dedicated REV-IT Helpdesk number, the caller hears a number of options: option 1, (button to press) is to log a new fault or problem; option 2, is to check on the status of an existing call; and option 3, is to speak to an operator on another matter. Occasionally, when there is a specific problem where a number of calls have been already logged, the initial recorded message is changed to reflect the problem in hand. For example, if there is a problem with a specific print server, or a delay in email being delivered to it's destination, the initial message will reflect this and the caller will be asked to choose option 4 to add to the list of faults already reported against this call number.

The Helpdesk operators use a package called Remedy to log the calls. As soon as a caller gets through to the operator, the operator opens a new Remedy form and fills in predefined boxes to help diagnose the fault or problem. A team is assigned to solve the problem and the caller is given an approximation for time to fix, and the fault log number should they wish to check on the solution progress.

Problem and Change Management

Very often, a fault that has not been resolved in a reasonable period of time will receive follow up calls from the originator of the fault log. They will press option 2 the second time around, relay the fault Remedy log number, and the operator on Problem and Change management for that day will recall the fault form. On the fault form is a section for updates where everyone that deals with the fault solution in anyway, including chase up calls, adds a small sentence to report their action. In this way the operator can see an audit trail of action from initial logging. It is also up to the operator at this point to escalate the call if there seems to have been an unusual delay in solving the fault. Each support team, either REV-Its own IT support staff or staff from 3rd party companies, have designated supervisors and managers who have been tasked with fault escalation problems for delayed fault solutions. The Problem and Change Manager of the day, logs that this problem has been escalated, and should keep a check on that fault number to see if it is updated soon afterwards. If not, then he / she should automatically follow up their actions with a further call. If there appears to be no action, then there is a series of escalation levels, up which the fault ladder can climb.

There are currently high levels of delay due to the finite resources that the Helpdesk has. This has resulted in dissatisfaction with the Helpdesk service from both the general on and offshore staff within REV-IT, and from the 3rd party companies who feel that a low level of communication is apparent from the Helpdesk.

Systems Change Control

The Problem and Change Management team are also tasked with releasing Systems Change notices. Whenever a system is to be changed or upgraded, or is simply down for maintenance, a notice of reduced or no service must be supplied to the users giving a reasonable time frame.

There are certain categories for change notices. Planned events, where over five days notice is given to other 3rd parties which may be affected or included in the planned change event. Short notice planned events, where two to three notice is all that can be given due to an unexpected occurrence where a fix is required at short notice. The third category is the unplanned outage, where is systems either shuts itself down or is brought down immediately. For the latter category a change notice would be retrospective sent out quickly enough to attempt to pre-empt the calls in to the Helpdesk reporting the fault.

Third party companies often complain that not enough time for planning was given before a planned event, or that they were not told of the event's expected occurrence at all. The Helpdesk has known for some time that a comprehensive list of which applications are being held on which boxes, hence what will be affected when a box is brought down, is needed. However, there is no authorisation for this compilation to go ahead so far as this will take time to gather from both internal REV-IT sources, and from the other 3rd party suppliers.

Helpdesk Staff Suggestions

· "If the helpdesk function is to remain in-house more staff are required or we need to change the way we do things."

· "It would be very helpful if there was an intranet database for common faults such as how to get a printer going again - you know a self diagnostic system. This would eliminate a lot of the calls with simple fixes"

· "If we outsourced the Helpdesk bit, we could join the front office team full time, we spend most of our time doing front office stuff anyway"

· "We never get the right amount of notice for downtimes from the 3rd party companies. So the change notices always appear to be late in issue. We wouldn't mind so much but we are the ones who have to take the complaining phonecalls from the users"

IT Strategy and Executive Information System

Management Reporting and Executive Information Systems(EIS) were traditionally seen as a nightmare for the Board. Although each business unit, or Asset, knew how they were performing and could report accordingly, there was no standard set of measures. It was very difficult to integrate what different areas were doing and how they reported. It was not unusual for one set of Key Indicators, used by one Asset, to have as little as 20% commonality with those used by another. When added to this mixture of indicators, the diversity of supporting systems used by the various Assets caused no end of problems every period end. As a consequence of this, in 1995, Rev-IT Board commissioned the stateside Birdbath Consultancy to produce a report, which addressed the feasibility for a global, IT strategy. Birdbath have a good reputation amongst large multi-nations, and this made their fees of just under $200,000 more palatable. The summary of the report contained two key areas of recommendation. Firstly, that the most significant driver to any IT strategy should be the business strategy, and that since the business was, at that time, in a constant state of flux, the IT strategy should be fluid enough to recognise this. It recommended that any strategy should allow them to concentrate on their core activity. A further opportunity was to exploit new technology in more areas of the core buiness. The second suggestion was that a set of standard KPIs should be defined and imposed upon each business unit. Only in this way, they said, could comparisons across Assets be made. Each Business Information Manager will be responsible for ensuring the timely delivery of this information in a standard format. Birdbath went on to suggest the use of Comshare's EIS system as the repository for this information. Given our experience with the packages we have now, we would be keen to look at alternatives to buying and using bespoke software for this. In the UK, these KPI are created from a variety of sources. Reports are run against the various source data files and uploaded to the Financial Controller's PC. He then applies several Excel macros, exports to text and then emails the text file to head office. The primary concerns about this process are that commercially sensitive data is sent using the Internet, and that only two people really understand the entire process, and only one of those understands what the macros do. 

Future Needs – a few thoughts from the CEO

Software

"There needs to be a radical downsizing of the amount of software the company holds at any one time. The licensing costs alone are astronomical. There are far too many packages in existence. We could do with a reduction of at least 50%, as most of these are older versions or used in a minority of situations. There must be simpler ways of doing some of the things that these software packages support."

Hardware

"The current desktop set-up is very cumbersome. Every machine is highly spec-ed with CD-ROM drives, floppy drives, speakers etc, when all that is really needed is a small footprint machine to do the job. We certainly don't want individuals wasting work time listening to CD's or playing the latest PC game. Current machines are doing very specific things tied into the functional areas they support. We need strategies for our existing kit to be utilised more and be more flexible. What we really need is a state of the art network that is good value for money. "

Virus

"People are constantly disregarding the rule for no floppy disks to go into the drives. Of course the argument is that they are there to be used, which backs up the case for not having them. I've lost count of the number of instances where viruses have been found travelling around the network. We do have better virus control installed now than we used to have, but it's still less than adequate."

Off-Site Working

"A lot of staff are finding that they are working away from the office more and more. Especially with the new joint venture about to take off, more time will be spent overseas. At the moment it is a very long-winded process to RAS into the network from a remote location, there must be a better was of doing this. There is a real need to support staff who work remotely or work from home. "

Laptops

"There is a concern that the security of information on laptops is less than adequate. People forget to password protect their files, and often save them to the hard drive without thinking. Even the Directors of the company are guilty of this on a regular basis. Is there any way to enforce security on the file saving issue? All of the machines are locked at BIOS set-up, but it doesn't take a genius to get past that does it? "There is lots of press about palm devices, is there potential for using these in our operations?

Desktops

"What we'd like to see is a replacement to the desktop machine altogether. Although we seem to be quite reliant on the client server set-up that we have, the move of the new machines from London with the joint venture project would seem a good time to recommend radical steps to a new way of networking. What we're looking for are strong suggestions and a good case, which will put us ahead of the IT Infrastructure game for once, instead of trotting along lamely behind it."

The Future Office

"The staff sites onshore must have flexible options for working. I can not see a way forward without a desktop machine of some description sitting on everyone's desk, can you? I have heard that one of the Scottish universities is piloting a "Virtual Office" program. This is being set-up in one of our competitors main offices in Aberdeen. A dedicated room has been set aside where individuals have stations where they can "drop into". The laptop can easily be attached to a docking station when on site, and of course they are networked to printers and scanners. There is a call answering facility when staff are not on-site which can be relayed to mobiles etc. Of course I'm not sure what the solution is for staff that are permanently based on-site?"

Internet

"We seem to have made very little so far of the Internet. Of course we have a substantial Intranet in operation where most departments have created some form of contribution. The best offering so far seems to be the Human Resource section who have placed all of the processes and procedures on-line for ease of download and access. Then there's the general information page, which no one reads. Then all we seem to advertise are the jobs, which seem to encourage people to leave rather than stay. We should be making much more use of our Intranet facilities, and the Internet."

New Technologies

"There are so many. WAP phones, wireless communications. It's difficult to see from where I'm standing how they could all fit in. You hear so much these days of e-commerce and business to business, but the oil and gas industry doesn't exactly lend itself to fitting into a "shopping cart" or does it? Perhaps there are some innovative solutions that our people just have not thought of yet? "

Problems – Company Wide

Some of the calls logged to the Helpdesk

· "Sometimes when I phone up I can never get through to an operator. The phone is supposed to be answered after no more than four rings, but often the phone rings through a good ten to fifteen times before the automatic queuing system cuts in, and then I can be left on hold for ten minutes before speaking to anyone. If I pressed the wrong button in the first place I can then be transferred, and again left on hold for five to ten minutes, this is not good customer service in my opinion."

· "When I phone up I'm usually given three choices of number to enter. To log an initial fault or get help with a new problem, I key in the number one. If I have already logged a fault and I'm chasing up the problem to see what's happening, I key in the number two. For general enquiries I key in the number three. Using numbers one and two are fine, the helpdesk staff are always friendly and helpful and give reassurance that something will be done as soon as possible. But, when I key in the number two for an existing fault update I get through to the Problem and Change Manager, and she is really short and brusque and never seems in a helpful mood. I can understand that she may get tired of people complaining that their faults and problems have not been attended to as quickly as they'd like, but it would be nice to speak to a more friendly person on this phone choice."

· "I sometimes feel that too much time is wasted explaining faults and problems to a helpdesk operator. I agree that in most cases the problem can be solved over the telephone there and then if the operator has enough general knowledge, but it would be helpful to have a simple problem and fault finding piece of software on the intranet for instance, where an element of self diagnosis can be done before contacting the helpdesk at all."

· "Very often when I get through to the helpdesk, the operator makes an initial diagnosis of my problem, and my call is then assigned to a working team to handle the problem. For instance, if I have a printer problem, the helpdesk assign the call to Front Office who are based at REV-IT's Aberdeen office and they can send someone up to my office quite quickly to take a look at the problem. But if for instance, I have a problem with P.I. (Production Information) software, then I have to wait for a member of the P.I. development team to contact me from SAIC Aberdeen main office which is ten miles away. This means another contact phone call, and then a possible solution, of I have to wait for someone to come over and see to the problem. If there's a serious issue with the software installation, or a server space issue for instance, then we have to wait for server down time to be booked, and announced, objections for the downtime to come through, and then finally the downtime happens, the software can be reloaded, and still the problem is not fixed. It seems such a long winded way of doing things, there must be a better way."

· "If we're working overnight on a problem with one of the rigs and something goes wrong with software or one of the systems, then we call the helpdesk. The trouble is that overnight, out of office hours in the UK support is routed direct through to the Melbourne helpdesk system, who then have instructions to contact the Houston office if the problem could be classified as a category '1' call. It is then up to Houston to call out the appropriate and correct support teams. This seems ridiculous in the extreme. Can't we just get local help?"

· "There are too many unplanned outages during the day, surely software and systems held on the same server can be attended to together. Instead the same system seems to be down a couple of times a month depending on the application. Can't the support teams work together on outages to reduce down time events for the users?"

· "The network always seems to be running slower by midday, is there any way to alleviate this problem?" 

· "There sometimes seems to be a delay sending mail, as if the mail messages are in a queue, and it can take thirty minutes from me sending the email to the recipient in another company receiving it. Yet it is very rarely that we receive a change notice or downtime notice to say that the email software or servers are being worked on. Is there a problem with the email system?"

· "One of the third party companies in agreement with REV-IT recently rolled out the Common Operating Environment 2.1, and I understand that the final version, 2.2 is to be rolled out in a couple of months time. The trouble is the users weren't consulted as to what we wanted, and the desktop is really bland and we can't change it now. Similarly when the new version arrives we won't be able to install our own screensavers or wallpaper or icons on the desktop. This is really impersonal, is there any way to change this?"

· "We've been told that access to the Internet is being monitored. Does this mean that there are some sites which we're not supposed to be looking at during work hours? Is there any documentation which tells us what we can, and can't surf onto?"

· "The main intranet pages are changing quite often throughout the month, without any consultation on what we'd like to see on our homepages, is there any way to submit requests for what we'd like to see published on the intranet pages."

· "I often have to make multiple entries into the Peoplesoft before the program manages to save the final entry, is there a problem with the software?"

General Infrastructure

· Very often people have started working for the organisation, and it can take up to two weeks for Back Office to get an email account setup. The same applies to server space, and sometimes even for network login's. There is very often a dispute over firewall access to third party companies - there should be a system where authorisation can be obtained quickly from both REV-IT and the 3rd party company.

· There is no way to ascertain if a backup has completed successfully. We set the tape machines away last thing before leaving, and sometimes there's a problem. This isn't noticed until the next day, when there's an error message on the server. Which means that the backup did not complete and the previous days work was not after all backed up. Also, with the tapes themselves there is no way to ascertain if the backup has been successful or not until there is call for a restore. It is only then that we discover if a tape is faulted or not. Is there a better way to perform backups, other than using DAT tapes - where the quality of the backup can be determined on completion?

· The email system often falls over. Messages are stacked in a queue, and when the problem clears all archived messages are then forwarded on to their destinations, and incoming mail starts to flow again. We do not really have an answer as to why this happens, but it could have something to do with the network bandwidth. Is there a recommended email bandwidth for an NT server?

· I work at one of REV-ITs satellite offices in Dimlington. We often hear of a system change after all authorisations have been agreed, via the change notice. At which time it is difficult to persuade the change owner to make alterations or take out problems into consideration. This often results in a backwash from our offshore facilities that think we are not giving them due consideration. It would be helpful if change control notices were sent out via email with time to request changes if the selected times and days were unsuitable.

· Why can't system downtimes be completed during the evening, or when the vast majority of staff are not on-site - for example Friday and Saturday?

· My system freezes regularly, resulting in a reboot and lost work. What causes this?

· I work with the NCC at SAIC, but am actually employed by REV-IT. There is an issue with the joint venture, which is likely to go ahead. Some of the servers, which are coming up from London, are newer than ours and will replace some of our older systems. The trouble is, how do we decide which is the most redundant system? Some of the older applications are configured for older servers, they have not been tested on newer systems. What criteria should there be for replacing the older machines? I understand that we can replace six of the older NT servers with two of the new servers. Another problem though, if that the server room door is not big enough to get the machines through. Also, there is an issue with the floor, we are not sure that the sub floor has the tensile strength to support the mass of the two servers. What sort of plans can be put in place? Any major work on the floor involving strengthening of floors would surely cause a great deal of vibration and dust, which is inconceivable, when such valuable and important equipment is housed there.

Current SLA Structure

Section A

1. General Information

Service level agreements exist between each 3rd party Supply Company and REV-IT in order to secure a reasonable level of service and support for systems.

2. Purpose

The COMPANY will provide an agreed set of computer networking and related services to REV-IT UK. Including all on and offshore locations as set out in Appendix (-). REV-IT in all communications, meetings and committees will be represented by the Head of the ITT department who from time to time may recommend joint meetings with other industry heads in competing or unifying organisations. REV-IT has been divided into sub sections to be known as Assets. For each Asset an appointed Business Information Manager (BIM) will be responsible for ensuring that services and support provided by the COMPANY are in agreement with this document.

The COMPANY will provide a Service Delivery Manager(s) (SDM) to represent the COMPANY on a day to day basis for the purpose of support and supply provision. In this instance for all NETWORKING supply: as defined in Appendix (-).

The Technical Design Group (TDG) and the joint Quality Assurance Board (QA) will monitor the levels of service provided. The TDG is a transient committee, which sits whenever a system change has been requested. (This does not include alteration to existing services for example patch application, or software version change rollouts). Specifically when a new system is under consideration, or when considering recommendations to alter specifications, mark systems of applications as redundant for phase-out, for negotiation of installations and maintenance issues.

The structure of the TDG is relative to the system under consideration. A meeting of the TDG can be called by REV-IT, or by any of the 3rd party supply companies involved in service delivery for REV-IT. Effective communication when calling for a TDG should be done through the SDM so that they can contact all other SDM(s) and make arrangements with the appropriate BIM(s) to represent REV-IT during the TDG meeting.

3. Services to be Provided by Company

a) A set of operational services as defined under the initial requirements document agreed with the COMPANY which allow users within REV-IT services and all 3rd party supply companies to communicate with each other and with users at other sites;

b) A set of information services and support services which increase the effectiveness of the use of the basic operational services;

c) A set of network security services which provide response to network security emergencies and provide information and advice on network security matters.

4. Service Levels

Service Level Definitions are described using the following terms:

· Specification

· Performance Indicators and Service Levels

· Reporting

The COMPANY shall not be required to discharge its commitments under SECTION B when any event or series of events beyond its reasonable control prevents it from providing the services defined in SECTION B, provided that the COMPANY promptly notifies REV-IT through their SDM of:

a) The estimated extent and duration of its inability to discharge its commitments.

b) The resumption of the provision of the Service Level.

If the event or series of events are such as to affect only part of its total commitments, then the COMPANY shall continue to discharge those commitments that are not affected.

5. Monitoring and Auditing of Services

Services shall be subject to monitoring and to occasional auditing on the following basis:

a) One of the purposes for which REV-IT has established a TDG is to monitor services. The TDG may appoint independent experts to assist it where necessary. From time to time it shall carry out a technical audit of one or more of the services defined in SECTION B. The purposes of any such audit will be to assess the extent to which the COMPANY has met the requirements specified for the service or services being audited and to suggest ways in which these services could be improved. Such audits will pay particular attention to the performance of the COMPANY with respect to the listed indicators. The audits will also take account of the budget available.

b) REV-IT may also request an audit of the methods and procedures used by the COMPANY to measure the values of the service level parameters defined for the services. The purpose of the audit will be to confirm the accuracy of the COMPANY's reports. 3rd party supply companies may ask or call a TDG meeting to investigation in cases where they have evidence that service levels are not being met. 

The COMPANY shall be given a minimum of 10 working days notice before commencement of any such audit.

c) Technical audits will normally be carried out no more frequently than once per year. Auditors shall have access to all reports, and to any material provided by the COMPANY to 3rd party supply companies as part of the COMPANY's service provision. The COMPANY will allow the auditors to spend reasonable amounts of time interviewing the COMPANY staff. The COMPANY will be given the opportunity to make comments to the auditor on a draft of the auditor's report. A copy of the auditor's final report will be made available to the COMPANY within one month of its presentation to REV-IT.

6. Relationships between the COMPANY and the REV-IT supply chain

REV-IT shall have a formal agreement with the COMPANY as a condition of service.
Aspects of the agreement, which are common across REV-IT and to all 3rd party supply companies, will be documented.

The COMPANY shall establish agreements with 3rd party supply company individually, making their acceptance of the terms explicit and covering Site-specific details. The COMPANY shall keep records, available to REV-IT, of all connections and inter-connections between REV-IT and the 3rd party supply companies and any sub-contractors working with / for 3rd party supply companies.

Records will include: 

· Optional services, if any, selected by the 3rd party supply company;
· Financial payments, if any, to be made by the 3rd party supply company;
· Contact points within the 3rd party supply companies and their sub-contractors for dealing with fault reports and all other communications;
· Other 3rd party supply companies, if any, supported by the COMPANY under the licensing procedures, and the responsibilities of the COMPANY for the services provided to those 3rd party supply companies and / or subcontractors.
In general, the COMPANY will communicate only with the central computing service (ITT) in any 3rd party supply company or within REV-IT. 

7. Submission of a Budget and an Operational Plan

The budget and the operational plan, taken together, provide a picture of the development of the service over the planning year and provide a monitoring framework for the subsequent operational year.

8. Creation of new Services

New services will be discussed in outline by the appropriate TDG before a detailed submission is made to the ITT of REV-IT. This allows decisions in principle on
the need and importance of new services to be taken before resources are committed.

New services will normally be introduced as part of the budget/forward look process, although, exceptionally, items may be introduced under the change control procedures to exploit previously unforeseen opportunities or to counter new and urgent needs. More speculative developments for which operational services cannot yet be planned will not normally be introduced in this way; the TDG has other programmes under which to manage such developments.

The definition of a new service involves:

· An outline service definition with a preliminary indication of the expected scale and performance of the service;
· A predicted date for availability of the service, and the level of confidence to be attached to this prediction;
· A plan for any commissioning and piloting necessary to establish the service;
· A business case for the service, a budget for any piloting activity and an indicative budget for the eventual production service, throughout the three year forward look.
The initial budget shall indicate estimates of any sub-contracted development costs and the forward look shall include estimated set-up costs for the initial deployment of the production service. Savings or efficiency gains arising from the introduction of the service shall be clearly indicated.

9. Performance Reporting Procedure

The COMPANY shall provide copies suitable for reproduction of the following reports to the appropriate TDG at the times and the frequency indicated below.

For each of the provided services:

· By the sixth working day of the following month, for that reporting information that has been agreed shall be delivered each calendar month.
· By the eighth working day of the subsequent quarter, for that reporting information that has been agreed shall be delivered on a quarterly basis.
· Within three months of the year ending on 31st March, a report of a quality and content suitable for general publication, including the principal activities and results of the COMPANY in relation to all services.
· As agreed between the BIM(s), the SDM(s), and appropriate TDG a case-by-case basis, other reports requested from time to time.
10. Charging Principals

Other services provided by the COMPANY outwith this agreement shall not be subsidised by the funding associated with this agreement. Any (the) COMPANY overhead costs shall be clearly borne by the COMPANY unless other 3rd party supply companies have involved whereby the costs shall be apportioned between all 3rd party supply companies and the COMPANY.

Where a charge is made for service defined within this agreement, the COMPANY shall collect the agreed charges and report the receipts to the appropriate TDG broken down in terms of the services provided.

11. Sub-Contracts

The COMPANY remains responsible for ensuring that the services are provided to all of REV-ITs sites with the agreed levels of quality, even if it were to choose to sub-contract for the provision of some or all of the services. 

12. Annual Review

The appropriate TDG and the COMPANY shall review annually the full list of services supplied and supported by the COMPANY and all 3rd party supply companies. Starting six months before the end of the service year. Any revision recommendations are to be submitted through the SDM to the BIM for inspection by the ITT Manager for their approval. The service year for this purpose shall start on the 1st April. At least two months before this anniversary, they shall by mutual agreement specify a revised list of services, which the COMPANY will offer during the following twelve months, and the values of corresponding service level parameters. 

Where the annual review makes significant changes to the set of services or to the service levels, a date during the following twelve months on which these changes will come into effect may be specified.

13. Change Control Procedures

The definition of the services to be provided, and of the schedules, priorities and financial bases for them are normally established during the annual cycle of budget and operational plan approvals. 

a) Changes to the service level definitions


Changes to the service level definitions may be proposed post any appropriate TDG meeting. The TDG and the COMPANY and will agree the terms of submission before the submission through the SDM(s) to the BIM(s) for review by the ITT Manager.


A register of agreed changes will be maintained by both the TDG office administration and by the COMPANY. Changes agreed during an operational year will be incorporated into the service level definitions for the subsequent year. If they are not, the agreed changes will be deemed to have lapsed.

b) Changes to the approved budget;

The BIM(s) upon authorisation from the ITT Manager shall release funds to the COMPANY on the basis of the agreed budget. If necessary, the COMPANY may submit proposals for changes to the agreed budget to the appropriate TDG. The TDG will consult the BIM(s) to obtain support for more significant changes.

c) Changes to the planning objectives;

The COMPANY may propose changes to planning objectives in its operational plan as part of its quarterly reporting against the operational plan. The TDG shall inform the COMPANY of agreed changes to the planning objectives, following any
necessary consultation with the appropriate TDG.

Section B

1. Definitions

Performance indicators will be calculated monthly or quarterly, depending on the period the individual data items cover, but satisfactory performance will be assessed on the basis of comparison of the service level with a twelve month rolling average of the calculated values.

Note: Where a service has not yet been in operation for twelve months, or where the definition of the service level has been changed within the previous twelve months, the service cannot be said to have failed to meet the SLA. Analysis of trends may lead to review and negotiation before 12 months have passed, however, in cases where it becomes clear that failure can be foreseen.

2. Maintenance Time

All continuously available services shall be available 365 days a year and 24 hours a day, apart from planned maintenance times, which shall be published at least five working days in advance to all 3rd party supply companies, whether directly connected to REV-IT from the COMPANY or through sub-contractors. The main support period falls between 08:00-18:00 Sunday through to Thursday. The at risk period being classed as any other time.

· Staffed Periods

Periods from 08:00-18:00 on all weekdays which are not Public or Bank Holidays observed in all the constituent parts of the UK. Thus the following days are not staffed periods:

New Year's Day

2nd day of January 

Last Monday in May

Good Friday

Christmas Day

1st Monday in May

Boxing Day

· Measurement of Availability

Monthly reporting shall be made in terms of time lost and number of incidents, from which the availability can be calculated directly.

The COMPANY shall record the accessibility of each 3rd party supply company from an appropriate point within the network. Accessibility means that it is possible to successfully transfer data in both directions between the 3rd party supply company and REV-IT and / or the COMPANY. 

Network availability shall be determined for each 3rd party supply company by discounting the following from the observed network accessibility:

a) All periods of inaccessibility that result from the effects of scheduled service maintenance shall be discounted when calculating the network availability.

b) All periods of inaccessibility that result from events local to the 3rd party supply company, such as site power failures, shall be discounted when calculating the network availability.

Network availability shall thus be calculated for 3rd party supply companies each calendar month as: (scheduled service time - total period of unavailability)/(scheduled service time).

· Mean Time Between Failures

Mean Time Between Failures (MTBF) is defined as one of the Service Level parameters. A failure is defined as any interruption in the operation of the service, which causes a period of unavailability.

· Loss of Information

Several services operated by the COMPANY accept data submitted by REV-IT and by the 3rd party supply companies and then make it available to the same and to other agreed 3rd party supply companies. The COMPANY takes responsibility for the safe keeping of such data once it has been accepted. 

· Non-Monitored Performance Indicators
The COMPANY shall routinely monitor the service categories to ensure that service delivered meets the defined service levels. However in some circumstances such measurements may not be possible on a routine basis, perhaps due to cost or due to the disruptive nature of the measurements required. Where this is the case, the affected performance indicators shall be marked as being non-monitored. 

3. Operations Services
BASIC IP TRANSMISSION SERVICE:

Each organisation connected by the COMPANY, shall be entitled to a continuous data communication service, subject to the operational limitations for "at risk" time. The basic Network service currently provided to all organisations is the transmission of IP data. For the purposes of this SLA, the basic IP transmission service shall be considered to consist of two components for each 3rd party supply company:

a) An access component between the 3rd party supply company and REV-IT's main backbone

b) A core component providing transit between 3rd party support companies across REV-ITs main backbone.

For both the core and access components of the basic IP transmission service, a network path shall be considered to be inaccessible if either:

a) It is not possible to both transmit and receive between the two ends of the path for a period in excess of 60 seconds. The COMPANY shall endeavour to monitor the network in such detail to ensure that all breaks in excess of 180 seconds are detected, or;

b) The performance of the path is severely degraded to an extent that the service is effectively unavailable. Severe degradation occurs where in excess of 60% of the packets transmitted on the path are lost for a period of more than 5 minutes.

· Service Levels

a) During staffed hours, the COMPANY shall provide network availability of:

Availability of 99.6% to more than 90% of 3rd party support companies; 
Availability of 99% to more than 96.5% of 3rd party support companies; 
Availability of 97% to more than 98.5% of 3rd party support companies;
Availability of 93% to more than 99.5% of 3rd party support companies 
Availability of 97.5% to all 3rd party support companies, calculated annually for each 3rd party support company.

b) Over the full 24 hours of operation (excluding only scheduled maintenance), the COMPANY shall make its best efforts to provide network availability of:

Availability of 99.4% to more than 90% of 3rd party supply companies; 
Availability of 98.5% to more than 96.5% of 3rd party supply companies; 
Availability of 97% to more than 98% of 3rd party supply companies;
Availability of 93% to more than 99.4% of 3rd party supply companies
Availability of 96% to all 3rd party supply companies, calculated annually for each 3rd party supply company.

· Reporting

The following information shall be reported each calendar month:

· Number and total duration of incidents

· Number and total duration of incidents of network unavailability

· Total traffic 

CORE NETWORK SPECIFICATIONS:

The COMPANY shall provide a core IP network supporting the transmission of IP traffic between metropolitan and regional area networks and other backbone edge nodes.

· Performance Indicators and Service Levels:

a) The availability of the core IP network shall exceed 99.5%.

b) The target maximum latency for 128 byte packets between any two points on the backbone is 25 ms, for 95% of transmissions over any 30-minute period [Not Monitored].

· Reporting

The COMPANY shall report the following each calendar month: overall core network availability; number of and total duration of incidents of network unavailability for each path across the core network.

ACCESS TO THE NORTH AMERICAN INTERNET:

The COMPANY shall provide cost-effective access to the North American Internet and to other parts of the Internet not covered elsewhere in this Service Level Agreement

In addition the COMPANY shall manage links to other service providers so that the access capacity of the link is made available to the 3rd party supply company network as a whole without additional bottlenecks within the COMPANY's area of responsibility.

4. Naming and Addressing

The COMPANY shall provide co-ordination and administration for the naming domain "ac.uk". Within this domain, name allocations shall be made in the DNS.

Name registration request forms for new 3rd party supply companies shall be either agreed or rejected within two weeks.

On a quarterly basis, the COMPANY shall provide a list of registration requests, showing the date on which the request was received, the date on which the request was decided, and whether the request was accepted or rejected.

a) Availability of the primary name server for the target domain of 99.5%; availability of service from an available officially supported name server of 99.95%.

b) A response within 5 working days to a request for delegation in the target domain from a 3rd party support company connecting to the REV-IT backbone.

On a quarterly basis, the COMPANY shall report the actual values of the performance indicators for the service level (a) above, for each month in the quarter. 

5. Information and Support Services

The COMPANY shall provide a Web-based information system, including a user interface suitable for end users who are inexperienced or who access the service infrequently, and shall maintain documentation and operational information of interest to network users.

a) Availability of 99.5%.

b) Mean time between failure of 1000 hours.

c) The service shall support an access rate of 15,000 queries per day, with a response time of no more than 2 seconds. The response time shall be from the transmission of a request from the user via a basic transmission service operated by the COMPANY, to the reception of the first part of the information. 

6. Security Services

The COMPANY shall be set up procedures to monitor unauthorised use of its own and at 3rd party support company services and act in an emergency to counteract unacceptable use of the network.


The COMPANY shall provide procedures for rapid assistance to client institutions in order to help them respond to attempted unacceptable use of the network.

The full incident response service shall provided during the staffed periods specified. A reduced incident response service shall be provided during the following additional periods:

· on all weekdays which are not national Public or Bank Holidays, from the close of full service until midnight

· on weekend days which are not national Public Holidays, from 0900 to 1700


Outside these hours, reports shall be stored and dealt with at the start of the next service period. An automatic reply shall be made to each e-mail received outside full service hours reminding the sender of these arrangements.
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